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INTRODUCTION :

In the sample surveys, the population being
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AgstracT : Optimum stratification is a technique which results in minimum possible variance of the
estimator for the population characteristic under study. The main objective of stratificationisto give
a better cross-section of the population so as to gain a higher degree of relative precision. The
problem of determining optimum strata boundaries (OSB) was pioneered by Dalenius (1950). The
problem of obtaining OSB was recently studied by Khan et al. (2009) who formulated the problem as
a mathematical programming problem (MPP) by minimizing variance of the estimated population
parameter subject to the condition that the sum of the widths of all the strata would be equal to the
range of the given distribution under given allocation procedure. In the present investigation the
problem of finding OSB has been taken into consideration as the problem of optimum strata width
(OSW), using MPP by dynamic programming technique, when the study variable is uniformly
distributed. Empirical study has also been taken where it is revealed that with the increase in the
number of stratato afixed number the precision of the method goes on increasing. Also the proposed
method proves better than other stratification method (Singh,1967).
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thejoint domain of stratification variablesin such away
that the precision of the estimates is maximum. In
achievingthisgoal, itisusually required that thisdivision

investigated may be homogenous or heterogeneous one
with respect to characteristic under study. In the latter
case stratified random sampling is generally used for
selecting the samples. In this technique the whole
population is divided into various homogenous sub-
populations, known as strata through stratification. The
stratification techniquewhich resultsin minimum possible
variance is called optimum stratification. Thus, the
optimum stratification of apopulation consistsindividing

be done by cutting the domain of each stratification
variable into different intervals. Such stratification has
been referred to asinterval optimum stratification by Isii
and Taga (1969).

Themain objective of stratificationisto giveabetter
cross-section of the population so as to gain a higher
degreeof relative precision (Cochran, 1977). The use of
stratified sample survey basically involvesfivedifferent
operations:
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— The choice of the stratification variable(s).

— The choice of number of strata.

— The determination of the way in which the
populationisto be stratified.

— Allocation of sample size to each stratum.

— Choice of sampling design in each stratum.

The problem of determining the optimum strata
boundaries (OSB),when the study variableitself isused
asstratification variable, wasfirst discussed by Dalenius
(1950) who obtai ned solution by using minimal equations,
but the exact solution of these equations are not possible
because of their implicit nature. Dalenius and Gurney
(1951) showed that in some cases the increase in the
number of strata leads to a loss in precision, if
stratificationisnot well chosen. Several researchers have
attempted to find out approximate solutions such as
Mahalanobis (1952); Aoyama (1954); Dalenius and
Hodge (1959); Ekman (1959); Serfling (1968) and Singh
(1972).

Many authors like Unnithan (1978); Lavallee and
Hidiroglou (1988); Hidiriglou and Srinath (1993); Sweet
and Sigman (1995); Rivest (2002) and Gupta et al.
(2005) suggested some iterative procedures to
determine OSB. The algorithms require an initial
approximation solution to strata as also there is no
guaranteethat the algorithm which are used will provide
the global minimum in the absence of a suitable
approximateinitial solution. Rizvi et al. (2002) tackled
the problem of optimum stratification for two study
variablesusing one auxiliary variable as stratification
variable.Gunning et al.(2004) proposed an alternative
approach to approximate stratification. Kozak and Verma
(2006) concluded superiority of optimization approach over
approximate stratification. Mathematical programming
problem (MPP) is a technique for obtaining optimum
solution of a problem subject to given constraints. This
approach was adopted by Khan et al. (2009) in order to
determine OSB using auxiliary information. They
formulated the problem as an M PP when the number of
strataisfixed in advance. By suitable transformation they
converted the probleminto amultistage decision problem
in which at each stage the value of a single decision
variable is worked out using dynamic programming
problem.

In the present study, study variable itself has been
used as stratification variable which is presumed to be
distributed uniformly. Further allocation for fixed sample
sizeisconsidered. The problem been formulated asM PP,

Formulation of the problem :

Let us consider that the population under
consideration is divided into L homogeneous non-
overlapping strata in order to estimate the population
mean. Let y, and y, be the lower and upper bounds of
thestudy variableY of thegiven population. Then optimum
stratification can be described in order to find the
intermediate stratum boundariesy, <y,<..<y,,and

— L —
Variance of thesamplemean Yst= héllwth
isgiven by

N(ZhiaWn0n)* - (kg Wiof )
Y (1)
is minimum, presuming that Neyman allocation is
used.

V(yg) =

Here y, isthe sample mean, Wh:% istheweight

and o, is the variance of the mean, ht stratum. If the
finite population correction (fpc) is ignored, then the
minimization of variance given by (1) reduces to
minimization of :

L
2 Wpop
h=1

Theproblem of determining OSB isthen equivaent
to finding L intermediate points Yi<yz=--<YLain the
interval [yo.y.]1such that variance of the sample meanis
minimum. Now |et:

YL-Yo=t (3)

Let g (y) be the frequence distributio of the study
variableand (y, ,, y,) be the boundaries of the ht" stratum,
then:

Wh=[" oy)dy ..(4)
02 =Wihjyy:71yzg(y)dy—u% (5)
where,

uh=Wthyy*h‘fl ya)y -(6)

For known frequency distribution g (y) of the study
variable, (2) can be expressed asafunction of boundaries
of the h" stratum.

Let g, (v, ¥,)=W,s, (7)
Now using (7) in (2), we get as:

%0 (Y Y1) .(8)
h=1

Define z,, the width of the h'" stratum, as:
thyh-yh&, h=1,2---,|— ....(9)
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where, z, >0

1 =

Using (9) we can express (3) as:

L L

XZp = X(Ynh—Yn1)

h=1 h=1
= y| - y0: t
Using k" gtratification point
....(10)

Now the problem of determining OSB can be
expressed as the following MPP

Y=Yyt Z,+.+2,k=12,..L-1

Minimize subject to constraint g, ¢y, vy, y) ----(11)
h=1

L
ZZh =t
h=1

and z, >0, h=12,...L

Sincey, istheinitial value of the study variable, the
first term, g, (z,, y,) is the objective function of MPP
(11) whichisafunctionof Z only. Similarly the second
term g, (z,, y,) =9, (z,.¥,+ z,) isafunction of Z, alone
once Z, isknown. Thus, stating the objectivefunction as
afunction of Z, aone we may replace MPP (11) as:

Minimize subject to constraint s, (z,)  -...(12)
h=1

L

ZZh =t

h=1

and z, >owhere, h=12,...L

Deter mination of OSB of uniform study variable:

Let the stratification variable Y follows uniform
distributionwith probability density function (pdf) as:

————

@1(y)=__L ,asysb L (13)

-a
0,

—_——

atherwise
Note that herey,=aandy, =b
Now (4), (5) and (6) can be written as:

1
=dh =
Wh @,h-lb- ady
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Zy

=5 (15)
Thus, the variance expressed can be given as:
0ﬁ=wihci,2‘_lyzg(y)dy- W

- @)’ ..(16)

12

Substituting the values of W, and o, obtained in
equations (14) and (15) for uniform distribution, the
problem of determining OSB given by (12) can be
expressed as:

Minimizesubject tocongtraint § _ 26 ...(17)
h=12y3(b - a)

L

ZZh:t

h=1

and z, >0, h=1,2,...L
where, ‘t’ is obtained by (3) withy =aandy, =b

Procedure for abtaining optimum solution :

Let us consider the fallowing sub-problem of (11)
for firsti strata

Minimize subject to constraint hizilgh(zh) ....(18)

i
XZn =t
h=1
and z, >0, h=1,2,...L

where, t <tisthetotal width availableof thedivision
intoi strata.

we have
t=tfori=L
Also
ti = Zl+ ZZ+"'+ Zi
ti»l =4tz ttz,
=t-z
ti»2 =4tz ttz,
= ti-l “Z,
t1 =z
= tz' Z,

If g (i, t) denote the minimum val ue of the objective
function (18), then recurrence relation of the dynamic
programming take the form as:
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9(i) =022 <t [g, @)+ 9 -1,-2)] --(19)
Obviously fori=1, using (18)
9,1,t) =g,(t) ....(20)

= 21: tl
Similarly, for, i >3, we have

. Min .
g(i-1t.1)=0£z, E'ti.l[gi-l (zi)+9(- 2t4- Zi-1)]

Thus, z, isobtained fromg (L-1,t,-z,) asthe optimum

width of (L-1» stratum, z,_, is obtained g (L-2,t,,-z,) &S
the optimum width of (L-2y» stratum and so on until z, is
obtained.

Now, using (19) and (20) in (21), we get

2
0(Lty) = gy or =1 ..(21)
at z=t,

as y =y=0,f i=1
For i stage, wherei > 2

Min 9 Zi2 U
it)= <t e—L——+¢g(i- Lt;-z)U
g(it;))=0<z<t, Szm im 4 i
Because y, =y +z,+..+z,,

=t-z

Similarly for i>3

(22)

Variance

0.2
0.18
0.16
0.14
0.12 -
0.1 -
0.08 : _
0.04 -

0.02

=4 Proposed method

={ii— Singh’s method

0 2 4 6 8
Number of Strata

Fig. 1:

Graphical representation of the Table 1

Table 1 : OSW, OSB and optimum value of the objective function for uniform distribution

No. of strata Stratawidth Strata boundary points Optimum value of Varianceobtained % R.E. of [ 3]
L zh [1] yh=yh-1+Zh [2] objective function by Singh (1967)  over [4]
S Wyop [3] [4]
h=1
2 Z1=0.5000 y1=Yo +Z1=0.5000 0.1443 0.1732 120.02
Z2=0.5000
3 71=0.3333 y1=Yo +2Z1=0.3333 0.1283 0.1356 140.95
72-03333 y1=yl+Z1=0.6666
71-0.3333
Z1=0.2500 y1=Yo +Z1=0.2500 0.1082 0.1200 166.43
Z2=-0.2500 Y2 =y1 +Z2=0.5000
4 z? =0.2500 y2=Y,+2Z1=0.7500
Z4=0.2500
5 Z1=0.2000 Y1 =Yg+ Z1=0.2000 0.0923 0.1118 193.76
Z2=0.2000 y2=y1+Z1=0.4000
z_E =0.2000 y2=y2+22=0.6000
21=0.2000 y4=y2+Z4=0.8000
Z3=0.2000
6 71=0.1666 yl=yo+Z1=0.1666 0.0802 0.1072 222.86
72=0.1666 y2=y1+72=03333
2201666 y2=y2+Z1=0.4999
24=0.1666 y4=y2+Z4=0.6665
25=0.1666 y5=y4+Z5=08332
76=0.1666
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2
Zi,

2/3(b-0q)
Numerical illustrations :

Thetheoretical procedures discussed under section
4 havebeenillustrated numerically for obtaining thestrata
width, strata boundary points and optimal value of the
objectivefunction. Further, the efficiency comparison has
al so been made for comparing the proposed method with
that of Singh (1967). Theresults are presented in Table
1

+ g(| *z,ti_l*Zi,l) ...(23)

) Min
g(i-1t.1)=0<z4<t;,

Conclusion :

In this paper it can be concluded that the proposed
method variance has an decreasing trend with respect to
the number of strata as shown above in graph told be
anyone however, for convenience uniform distribution has
beentakeninto consideration.Also therel ative efficiency
suggests that the proposed method leads to have more
gain in precision than the Singh’s method.
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