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AgstracT : The paper describes an empirical study of modeling and forecasting time series data of
tobacco productioninIndia. Yearly tobacco production datafor the period of 1950-1951 to 2014-2015
of Indiawere analyzed by time-series methods. Autocorrel ation and partial autocorrelation functions
were calculated for the data. The Box Jenkins ARIMA methodology has been used for forecasting.
Thediagnostic checking has shown that ARIMA (1, 1, 1) isappropriate. Theforecastsfrom 2015-2016
to 2019-2020 are calculated based on the selected model. The forecasting power of autoregressive
integrated moving average model was used to forecast tobacco production for five leading years.
Theseforecastswould be helpful for the policy makersto foresee ahead of timethe future requirements
of tobacco production, import and/or export and adopt appropriate measuresin this regard.
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INTRODUCTION::

India is the world’s second largest producer of
tobacco, endowed with rich agro-climatic attributes such
asfertilesoils, rainfall and amplesunshine. Indiaproduces
various types of tobacco. Currently, Indian tobacco is
exported to more than 100 countries spread over all the
continents. A few of thetop multinational companiessuch
as British American Tobacco (BAT), Philip Morris, RJ
Reynolds, Seita, Imperials, Reemtsma etc. and many
companieswith government monopoly all over theworld
import Indian tobacco either directly or indirectly. Over
the years, a combination of strong prices, domestic
consumption, good export demand for tobacco and low
prices of other crops hel ped the growth of tobacco from
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a cash crop to a manufacturing industry linked with
commercial considerations. Thetobacco industry inIndia
includesthe production, distribution and consumption of
(i) leaf tobacco, (ii) smoking productssuch ascigarettes
and beedisand (iii) various chewing tobacco products.
Itisarobust and largely irrigation-independent crop,

provides substanti al employment, has significant export
potential and most importantly, isasource of ever-growing
tax revenues on one hand. On the other, there are public
health concerns about the effects of smoking and
consumer-led lobbies asking for more controls on
cigarette sales, smoking and advertising. In spite of its
proven adverseimplicationsfor public health, theindustry
continuesto be supported in many quarterson thegrounds
of its contribution to empl oyment and national revenue.
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The organized sector of the industry, dominated by
multinational corporations, is at the forefront of
canvassing support for the sector.

The total area and production of tobacco in India
for theyear 2013-14 were 0.46 million hectaresand 0.74
million tonnes, respectively. It occupies ameagre 0.24
per cent of the country’s total arable land area. India
ranks 4" in the total tobacco consumption in the world.
But India’s cigarette consumption ranks 11" in theworld.
Out of thetotal production, only 19 per cent of the total
consumption of tobacco is in the form of cigarette
whereas 81 per cent isin other formslike, chewing, bidi,
snuff, Gutka paste, Jarda, hookah paste etc. The per
capita consumption of cigarette in India is one of the
lowest in the world in comparison to major tobacco
consuming countrieslike Zimbabwe, UK, Brazil, U.SA.
and Pakistan. The annual level for demand of cigarette
in Indiaremainsthe same asit was 15 years ago, despite
the cumulative growth in population during the same
period. However the consumption of tobacco hasbeena
matter of national debate in view of the emerging anti
tobacco drivein the country. Indiais one of the leading
tobacco exporting countriesin the world. The principal
markets for Indian tobacco are U.S.S.R, U.K., Japan
and the Middle East countries.

Forecasts have traditionally been made using
structural econometric models. Alteration hasbeen given
to the univariate time series models known as auto
regressing integrated moving average (ARIMA) models,
which are primarily dueto thework of Box and Jenkins
(1970). These models have been extensively used in
practicefor forecasting economic time series, inventory
and sales modeling (Brown, 1959 and Holt et al., 1960)
and are generalization of the exponentially weighted
moving average process. Severa methodsfor identifying
specia cases of ARIMA models have been suggested
by Box and Jenkins and others. Makridakis et al. (1982)
and Meese and Geweke (1982) have discussed the
methods of identifying univariate models. Among others
Jenkinsand Watts (1968); Yule (1926 and 1927); Bartlett
(1964); Quenouille (1949); Ljunge and Box (1978) and
Pindycke and Rubinfeld (1981) have also emphasized
the use of ARIMA models.

In this study, these models were applied to forecast
the production of tobacco cropinIndia. Thiswould enable
to predi ct expected tobacco production for the yearsfrom
2016 onward. Such an exercise would enable the policy
makersto foresee ahead of timethe future requirements

for tobacco production, import and/or export of tobacco
thereby enabling them to take appropriate measures in
thisregard. Theforecastswould thus, help save much of
the precious resources of our country which otherwise
would have been wasted.

MATERIALSAND METHODS:

Thetime seriesdata of tobacco productioninindia
has been collected from the website of Directorate of
Economicsand Statsitics, Department of Agricultureand
Co-operation, Ministry of Agriculture from 1950-51 to
2014-15. Box and Jenkins (1976) linear time seriesmodel
was applied. Auto regressiveintegrated moving average
(ARIMA) is the most general class of model for
forecasting a time series. Different series appearing in
the forecasting equations are called “Auto-regressive”
process. Appearance of lags of the forecast errorsin the
model is called “moving average” process. The ARIMA
model isdenoted by ARIMA (p,d,q),

where,

“p” stands for the order of the auto regressive
process,

“d” is the order of the data stationary and

“q” is the order of the moving average process.

The general form of the ARIMA (p,d,g) can be
written as described by Judge et al. (1988).

DYy, =d+q, Dy, ,+q, D%y, - +q y, *e.a €,-a,6, a6, (l)
where,

A denotes differencing of order d, i.e., Ay =Yy, ,,

Ay=Ay-A, , and so forth,

Y , ------ Y., ae past observations(lags),

6,0, --—--- 0_ are parameters (constant and co-
efficient) to be estimated similar to regression co-
efficients of the auto regressive process (AR) of order
“p” denoted by AR (p) and is written as :

Y =dtg, Y G, Y, t QY e ...(2)

where,

e, is forecast error, assumed to be independently
distributed across time with mean 6 and variance

0,8 €., 6, — e, are past forecast errors,

CY— a, are moving average (MA) co-efficient
that needs to be estimated.

While MA model of order q (i.e.) MA (q) can be
written as:

Y,=ea,a,-ae, ae, ...(3)

Themajor problemin ARIMA modeling technique
isto choose the most appropriate values for the p, d and
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g. This problem can be partially resolved by looking at
the Auto correlation function (ACF) and partial auto
correlation functions (PACF) for the series (Pindycke
and Rubinfeld, 1981). The degree of the homogeneity,
(d) i.e. the number of time series to be differenced to
yield a stationary series was determined on the basis
where the ACF approached zero.

After determining “d” a stationary series Ady, its
auto correlation function and partial autocorrelationwere
examined to determined values of p and g, next step was
to “estimate” the model. The model was estimated using
computer package “SPSS”.

Diagnostic checks were applied to the so abtained
results. The first diagnostic check was to draw a time
series plot of residuals. When the plot made a
rectangular scatter around a zero horizontal level with
no trend, the applied model was declared as proper.
Identification of normality served as the second
diagnostic check. For this purpose, normal scores
were plotted against residuals and it was declared in
case of a straight line. Secondly, a histogram of the
residual s was plotted. Finding out the fitness of good
served as the third check. Residuals were plotted
against corresponding fitted values: Model was
declared a good fit when the plot showed no pattern.

Using theresultsof ARIMA (p,q,d), forecastsfrom
2016 upto 2020 weremade. These projectionswere based
onthefollowing assumptions.

— Absence of random shocks in the economy,
internal or external.

—Agricultural price structure and polices will remain
unchanged.

— Consumer preferences will remain the same.

RESULTSAND DATA ANALYSIS:

Theresults obtained from the present investigation
as well as relevant discussion have been summarized
under following heads:

Building ARIMA model for tobacco production data
inlIndia:

Tofitan ARIMA model requiresasufficiently large
data set. In this study, we used the data for tobacco
production for the period 1950-1951 to 2014-2015. As
we have earlier stated that development of ARIMA
model for any variableinvolvesfour steps: identification,
estimation, diagnostic checking and forecasting. Each of
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thesefour stepsisnow explained for tobacco production.
Thetimeplot of thetobacco production datais presented
inFig. 1.

Graph of tobacco production data

Value production

A
12003 9 13 17 21 25 29 33 37 41 45 49 53 57 61
Case number

Fig. 1 : Time plot of tobacco production data

The above time plot indicated that the given series
is non-stationary. Non-stationarity in mean is corrected
through appropriate differencing of the data. Inthiscase
differenceof order 1 wassufficient to achieve stationarity
In mean.

The newly constructed variable X, can now be
examined for stationarity. The graph of X was stationary
in mean. The next step isto identify the values of p and
g. For this, the autocorrel ation and partial autocorrelation
co-efficients of variousorders of X, are computed (Table
1). The ACF and PACF (Fig. 2 and 3) shows that the
order of p and g can at most be 1.We entertained three
tentative ARIMA models and chose that model which
has minimum AIC (Akaike Information Criterion) and

1.0

ACF
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Fig. 2 : ACF of differenced data
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Fig. 3 : PACF of differenced tobacco data

BIC (Bayesian Information Criterion). The models and
corresponding AIC and BIC values are:

ARIMA (p, d, q) AIC BIC

100 174.05 162.24
111 165.05 158.72
101 168.69 159.43

So the most suitable model iIsARIMA (1,1,1) this
model has the lowest AIC and BIC values.

Model parameters were estimated using SPSS
package. Results of estimation are reported in Table 2.
The model verification is concerned with checking the
residuals of the model to see if they contain any

Table 1: Autocorrelationsand partial autocorrelations

Lag Autocorrelation Std.error Partial autocorrelation Std.error
1 0.814 0.124 0.814 0.127
2 0.679 0.123 0.051 0.127
3 0.596 0.122 0.088 0.127
4 0.547 0.121 0.087 0.127
5 0.546 0.120 0.164 0.127
6 0.531 0.119 0.039 0.127
7 0.508 0.118 0.034 0.127
8 0.435 0.117 -0.121 0.127
9 0.387 0.116 0.025 0.127
10 0.366 0.114 0.033 0.127
11 0.346 0.113 -0.003 0.127
12 0.419 0.112 0.274 0.127
13 0.427 0.111 -0.042 0.127
14 0.343 0.110 -0.214 0.127
15 0.318 0.109 0.127 0.127
16 0.244 0.108 -0.183 0.127
Table 2 : Estimates of the fitted ARIMA model
Estimates Std. error t Approx sig.

Non- seasonal lag AR1 0.99623 0.00707 140.9135 0.0000

AR2 0.34106 0.12038 2.83312 0.0062

MA1
Constant 14820.85 12395.97 1.19562 0.23654
Number of residuals 65
Number of parameters 2
Residual df 63
Adjusted residual sum of squares 190370719.3
Residual sum of squares 1465609344.3
Residual variance 2969019.2
Model std. error 1723.0842
Log-likelihood -559.42
Akaike’s information criteria (AIC) 1124.84
Schwarz’s bayesian criterion (BIC) 431.1630

1131.27
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systematic pattern which still can beremoved to improve
on the chosen ARIMA.. Thisis done through examining
the autocorrelations and partial autocorrelations of the
residuals of various orders. For this purpose, the various
correlations upto 16 lags were computed and the same
alongwith their significancewhichistested by Box-Ljung

test are provided in Table 3. Astheresultsindicate, none
of these correlationsis significantly different from zero
at a reasonable level. This proves that the selected
ARIMA model is an appropriate model. The ACF and
PACF of theresiduals (Fig. 4 and 5) also indicate ‘good
fit” of the model.
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Fig. 4 : ACF of residuals of fitted ARIMA model

Fig. 5 : PACF of residuals of fitted ARIMA model

Table 3 : Autocorrelations and partial autocorrelations of residuals

Partial

Lag Autocorrelation Std.error Box- ljung Df Sig. autocorrelation Std.error
1 -0.100 0.123 0.658 1.000 0.417 -0.100 0.126
2 0.006 0.122 0.660 2.000 0.719 -0.004 0.126
3 0.150 0.121 2.192 3.000 0.534 0.152 0.126
4 -0.067 0.120 2.503 4.000 0.644 -0.038 0.126
5 0.074 0.119 2.893 5.000 0.716 0.064 0.126
6 0.047 0.118 3.050 6.000 0.803 0.040 0.126
7 -0.026 0.117 3.099 7.000 0.876 -0.004 0.126
8 0.050 0.116 3.282 8.000 0.915 0.024 0.126
9 0.113 0.115 4254 9.000 0.894 0.119 0.126
10 -0.065 0.114 4581 10.000 0.917 -0.043 0.126
11 0.037 0.113 4.687 11.000 0.945 0.008 0.126
12 0.140 0.112 6.270 12.000 0.902 0.124 0.126
13 0.021 0.110 6.307 13.000 0.934 0.071 0.126
14 0.015 0.109 6.325 14.000 0.958 -0.010 0.126
15 0.009 0.108 6.332 15.000 0.974 -0.024 0.126
16 0.015 0.107 6.351 16.000 0.984 0.019 0.126
Table4 : Forecastsfor tobacco production (2015-16 to 2019-2020) (t/hec)
Years Forecasted production Lower limit Upper limit
2015-2016 285 233 33.7
2016-2017 284 228 341
2017-2018 28.4 223 345
2018-2019 28.3 21.8 348
2019-2020 28.3 21.4 35.2
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The last stage in the modeling process is
forecasting. ARIMA models are devel oped basically to
forecast the corresponding variable. There aretwo kinds
of forecasts: sample period forecasts and post-sample
period forecasts. The former are used to develop
confidenceinthe model and thelatter to generate genuine
forecasts for use in planning and other purposes. The
ARIMA model can be used to yield both these kinds of
forecasts. Theresidual s calculated during the estimation
process, are considered as the one step ahead forecast
errors. The forecasts are obtained for the subsequent
agricultureyearsfrom 2015-16 to 2019-2020.

In our study, the suitable model for tobacco
production wasfound to beARIMA (1,0,1). Theforecasts
of tobacco production, lower control limits (LCL) and
upper control limits (UCL) arepresentedin Table4. The
validity of the forecasted values can be checked when
thedatafor thelead periodsbecome available. The model
can be used by researchers for forecasting of tobacco
productionin India. However, it should be updated from
timeto timewith incorporation of current data.

This paper forecast futuretobacco production based
on the data from 1950-51 to 2014-15, using ARIMA
model. The forecast will help policy makers to design
future tobacco production strategies.
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