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ABSTRACT 

The study of brain tumor occurs when irregular cells can be appeared within the brain. Therapeutic imaging 

plays a vital role in the decree of tumors. Previous imaging methods were found offensive and sometimes dangerous, 

such as pneumonic encephalography and cerebral angiography have been uncontrolled in favor of non-invasive, 

high-resolution techniques, can be used especially in (MRI). In upcoming methods, the boundary detection is used 

to identify the points which occur in the image at which the image clarification changes severely or in more proper 

it has discontinuities. Finally, different classifiers (KNN, ANN, DNN) can be used to examine data and distinguish 

patterns in order to categorize the tumor as usual or unusual with a good accuracy. 
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1. INTRODUCTION 

Image handling techniques can be studied through any algorithm that takes an image as source and returns 

an image as destination. The form produced by an image processing system may be either as a picture or a set of 

characteristics or parameters which is related to the picture. Most of the image processing techniques involves 

handling of the images in two dimensional signal and is applied to a standard signal processing. Image processing 

most frequently standardize digital Image processing, in spite at the same time an optical and analog image 

dispensation is also possible. This article conveys general techniques which can be applied to all. Imaging is referred 

to the achievement of images (creation of the input images at the foremost place). 

MATLAB (matrix laboratory) is a multi-paradigm mathematical computing surroundings and fourth-

generation programming language. Residential by Math Works, MATLAB allows matrix operations, conspiracy of 

functions and data execution of the particular algorithms, construction of consumer boundaries, and interfacing with 

curriculums can be written in other languages, such as c, c++, java and fortran. While matlab is planned primarily for 

arithmetical computing. It is a possible toolbox which can used in the Mu PAD symbolic engine and allows access 

to symbolic computing capabilities. In additional package, the simulink adds graphical multi-domain imitation and 

Model-Based Design for an embedded system. Our objective is to create a robust application in medical field to get 

the pertinent characteristics, and also to use clustering mechanism in genetic algorithm. Meanwhile, it is also based 

on the other previous researches in the field of image processing. 

 
Figure.1. Image processing system 

The expressions of the digital image refer to deal an output of a two dimensional picture of the digital 

computer. In boarder context, it implies that digital meting out of any two dimensional data. A digital image is an 

array of real or complex numbers which can be represented by a finite number of bits. The image specified in the 

form of a slide, photograph, transparency, or an X-ray is first digitized and then stored as a template of binary bits in 

computer memory. Then the digitized image can be processed by and/or functions. Then it can be displayed on a 

high-resolution monitor. 

Image Processing Technique: In general, the image processing refers to the processing of 2d picture by a system. 

The image defined in a real world is measured to be a function of a two real Variables. For example, a (x, y) can be 

represented as the amplitude of the image in real Co-Ordinate positions(x, y). Modern digital technology has made 

it possible to manipulate multi-dimensional signals to be ranged from simple digital circuit to advance computers. 

This section gives various images. In general, processing techniques are shown in the below fig.2. 
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Figure.2. Image Processing Technique 

Image Enhancement –The enhancement technique improves the superiority of the image by improving the image 

contrast and brightness characteristics to reduce the noise content, or sharpen the image. 

Image Restoration- The quality of the image but at the same time the performance are based on the known, precise 

or degradation of the exclusive image. Generally, image resolutions are used to re-establish images with defects such 

as distortion, improper focus, repetitive noise and camera motion. It is mainly used to correct images from human 

dilapidation. 

Image Analysis - Image analysis is a kind of operation that mainly focuses to analyze numerical or graphical changes 

in sequence based on individuality of the exceptional image. This depends on the picture statics frequent operations 

which are used to sketch out the explanation of scene, image skin texture, and manual dimension and object 

categorization. 

Image Compression –Generally, the image compression and decompression techniques reduces the content of the 

information which is required for illustration of the image. Discussed information solidity removes all the 

redundancies and due to the firmness the size can be reduced. For resourceful transportation of the image, it is 

decompressed when it is displayed. The lossless compression conserves the correct data in the exceptional image but 

loss compression does not represent the exceptional image but at the same time it provides excellent compression. 

Image Synthesis - Image synthesis can be used to generate image from further image or non-image information. 

Image synthesis operates to make image either physically unfeasible or unrealistic to purchase. 

Brain tumor–In general, tumors may contain cancer cells or may not contain cancer cells. The most important cause 

of the brain tumor is occurrence in the cells which end up rising in the brain, such tumors are often called as called 

metastatic brain tumors. This info mainly focuses on the brain tumors. Brain tumors can occur at any age. The 

accurate cause of brain tumors is not obvious. The symptom of brain tumor purely depends on their mass, kind, and 

place where there are located. The general symptoms of brain tumor are headache, deadness or tickling in arms or 

legs, seizures, recall problems, temper and quality changes, balance and walking troubles, nausea and vomiting, 

changes in talking, or hearing problem. 

Physicians evaluate brain tumors by grade (way the cells appear by microscope). Upper the evaluation 

number, more anomalous the cells appear and the more violently the tumor behaves. The most general type is primary 

brain tumor which occurs in adults. 

Symptoms of a brain tumor - The brain tumor symptoms mostly depend on tumor mass, kind, and position. 

Symptoms can be shown when a tumor presses on a nerve and troubles a part of the brain. Well, this may be occurring 

when a tumor blocks the fluid that flows through the brain, or when the brain swells due to the buildup of fluid. 

These are the universal sign of brain tumors such as, headaches usually worse especially in the morning, Nausea and 

vomiting, change in speech, vision, or trial, tribulation balancing or walking, change in mood, personality, or change 

in ability to concentrate. 

Different Classifiers: Algorithms are implemented to classify the brain to identify the brain tumour. It can be 

classified into a classifier or combination of three classifiers. Each and every classifier is a type and it can own 

generalizations, thereby making it achievable to define the simplification relationships to other classifiers. 

K-Nearest Neighbor algorithm - An occasion based knowledge method called the K-Nearest Neighbor or K-NN 

algorithm has been used in many applications in areas such as data pulling out, statistical model recognition, etc. A 

successful application will take account of recognition of calligraphy, satellite image and EKG pattern. The first 

algorithm we shall examine is the k-nearest algorithm, which is frequently used in classification, although it can also 

be used for deduction and calculation of the K- adjoining neighbor is an instance of instance-based knowledge, in 

which the preparation information set is stored, so that a classification for new unspecified evidence may be found. 

Basically by comparing it to the most similar proceedings in the preparation set. In generally K-NN classification, 

the output is a group membership. An object can be classified by a preponderance make your choice of its neighbors, 

with the objective being assigned to the class most ordinary among its K- nearest neighbors (k is an 

encouraging integer, normally small). If k = 1, then the article is simply assigned to the group of that single adjoining 

neighbor. In k-NN deterioration, the output is the resources significance for the object. The obtain value is the average 

of the principles of its k - adjoining neighbors. 

http://www.medicinenet.com/tumor_grade/article.htm
http://www.medicinenet.com/cancer/article.htm
http://www.medicinenet.com/cancer_101_pictures_slideshow/article.htm
http://www.medicinenet.com/seizures_symptoms_and_types/article.htm
http://www.medicinenet.com/walking/article.htm
http://www.medicinenet.com/nausea_and_vomiting/article.htm
http://www.medicinenet.com/nausea_and_vomiting/article.htm
http://www.medicinenet.com/deafness/article.htm
http://www.medicinenet.com/vomiting/symptoms.htm
https://en.wikipedia.org/wiki/Integer
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Artificial Neural Network –In general the Artificial Neural Networks (ANNs) is very useful for people who have 

no earlier knowledge of them. We first compose a brief introduction to models of networks, for then recitation in 

general terms ANNs. As a submission, we clarify the back transmission algorithm, since it is widely used and many 

other algorithms are consequential from it. The consumer must know algebra and the usage of quantities and vectors. 

Disparity qualities are recommendable, but not required. The contents of this package should be implicit by people 

with high school learning. And it is very useful for people who are just inquisitive about ANNs, or for people who 

want to become very common with them, so when they revise them more fully, they will have already known clear 

thinking of ANNs. Also, peoples who only want to correlate the back circulation algorithm without a detailed and 

formal explanation of it will find this substance useful. This work should not be seen as “Nets for dummies”, but of 

course it is not a treatise.  

In supervised knowledge, we have given a set of example pairs (𝑥, 𝑦), 𝑥 ∈ 𝑋, 𝑦 ∈ 𝑌 and our aim is to find a 

function 𝑓 ∶ 𝑋 → 𝑌 in the allowed group of functions that matches the samples. In other words, we have an idea 

to infer the mapping technique indirect by the statistics; the cost utility is related to the difference between our 

mapping and the information which totally contains aforementioned knowledge about the problem domain. 

Deep Neural Network –In deep Neural Networks (DNN) it must have freshly exposed terrific presentation on image 

classification tasks. In this work we have suggested a one stride supplementary and tackle the difficulty of object 

detection using DNN that not only classifies but also localize substance of unusual classes exactly. Thereby a simple 

and yet dominant formulation of entity detection as a deteriorating difficulty to point bounding box masks. We define 

a multi-scale deduction procedure which is able to produce high-resolution objective detections at a low cost by a 

few arrangement applications. One of the intense studied paradigms for entity detection is the deformable part-based 

model, which is the most famous example. This technique will combine a set of dissimilarity skilled parts in a 

celebrity model called symbolic formation. It can be measured as a piece model parts being the first layer and the 

celebrity reproduction being the second layer. Contrasting to DNNs, whose layers are generic, the work by exploits 

the domain information. The parts are based on manually designed Histogram of Gradients (HOG) descriptors and 

the arrangement of the parts is cinematically annoyed. Deep architectures for objective finding and parsing have been 

motivated by part-based models and conventionally are called compositional models, where the object is spoken as 

layered symphony of image primitives. As the preference of the cost function depends on factors such as the soft-

max knowledge type (supervised, un confirmed, reinforcement, etc.) and the activation function. For example, when 

the stage supervised knowledge on a multiclass classification difficulty, common choices for the activation function 

and cost function are the soft-max denotation and cross entropy function, respectively. Neural networks with 

numerous secreted layers can be useful for solving organization problems with compound data, such as images. Each 

layer can learn skin texture at unusual level of construct. However, teaching neural networks with multiple hidden 

layers can be hard in perforation.  

3. RESULT AND ANALYSIS  

MR Image: Magnetic resonance imaging (MRI) is a medical imaging technique used in radiology to image 

the biological process and the anatomy of the body equally in health and disease. MRI scanners use radio waves, 

strong magnetic fields, and field gradients to form images of the body. 

   
Figure.3. Input Image Figure.4. Resized Image Figure.5. Grayscale Image 

   
Figure.6.Nosiy Image Figure.7. Filtered Image Figure.8. Without Noise 

https://en.wikipedia.org/wiki/Reinforcement_learning
https://en.wikipedia.org/wiki/Activation_function
https://en.wikipedia.org/wiki/Multiclass_classification
https://en.wikipedia.org/wiki/Softmax_activation_function
https://en.wikipedia.org/wiki/Cross_entropy
https://en.wikipedia.org/wiki/Medical_imaging
https://en.wikipedia.org/wiki/Radiology
https://en.wikipedia.org/wiki/Radio_wave
https://en.wikipedia.org/wiki/Magnetic_field
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Figure.9. Input image without noise 

In this section analysis for the variable classifiers such as KNN, ANN, and DNN of a different classifier 

DNN are analyzed. To determine the best classifier, comparative analysis of brain tumors are considered and energy, 

contrast, correlation, homogeneity, accuracy, are examined. The performance of the DNN classifier depends on the 

accuracy. The accuracy of the DNN is high, and then the DNN classifiers give good result. 

The main aim is to get efficient accuracy, contrast, correlation, energy, and homogeneity characteristics the 

DNN classifier is efficient in the above three classifiers. Deep Neural Networks (DNNs) have newly shown terrific 

performance on image classification tasks. In this paper we go one step auxiliary and address the problem of object 

detection using DNNs which not only categorizes rather pinpoints the objects of various classes.  

The below figure shows the accuracy of brain tumor in MR Image by using Deep Neural Network.  

 
Figure.10. Preprocessed and Segmented images of DNN 

The below table shows the comparative analysis of different classifiers. 

Table.1. Comparative Analysis of Different Classifiers 

 Classifiers 

Parameters K-Nearest Neighbor Artificial Neural Network Deep Neural Network 

Energy 0.01 0.005 0.196 

Contrast 276.05 997.13 1.474 

Correlation 0.94 0.67 0.82 

Homogeneity 0.42 0.19 0.79 

Accuracy % 81.81 90.90 93.18 

The below figure shows the tumor analyzed plot with respect to magnitude and pixel distance of an output 

image with DNN classifiers. 

 
Figure.11. Accuracy Output Value of DNN 

Analysis: From the obtained results, brain tumor is classified using GLCM feature with DNN classifier which 

produced a better accurate performance than that of the tissues classified with remaining classifiers. 

4. CONCLUSION 

The death rate due to brain tumor is increased compared to other type of diseases due to the lag in technology. 

The technology has to be enhanced to diagnose the brain tumor in premature stages from the therapeutic images like 

MRI, etc. Most of the methodologies have been taken in consideration for categorization of brain tumor. All the 

process gives various consequences based on the type of methodology used. But the important considerable thing is 

the processing time and accuracy, the two main parameters to be analyzed on a major basis to diagnose the disease. 

Therefore, we come to the conclusion that the SVM classifier base analysis has been ignored. Hence, a new fusion 
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technique for classification of brain tumor can be introduced which can be implemented in a Gray Level Concurrence 

Matrix features and is followed by the classifiers to categorize MR images. 
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