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Abstract 

Image fusion is an image enhancement approach for 

increasing the visual perception from two or more image 

into a single image. Each image is obtained from different 

object in focus. This process is now broadly used in 

various application of image processing such as medical 

imaging such as MRI, CT [18] and PET, remote sensing, 

satellite imaging, in design of intelligent robot etc. In this 

paper we have gone through the literature work done by 

the various researchers to obtain high quality improved 

image by combining important and desirable features from 

two or more images into a single image. Different image 

fusion rules, like maximum selection scheme, weighted 

average scheme and window based verification scheme 

are discussed. We also discuss about the image fusion 

techniques using DWT. Distinct blurred images are fused 

using DWT, SWT and using local correlation and their 

results are compared. The role of fusion in image 

enhancement is also taken into consideration. The results 

of different fusion technique are also compared, which are 

furnished in pictures and tables. 

Keywords: Discrete Wavelet Transform, Complex 

Wavelet Transform, Stationary Wavelet Transform , 

Principal Component Analysis. 

1. Introduction 

With the advent of various image-capturing devices, it is 

not possible to obtain an image with all the information. 

Due to heterogeneous distance of objects from camera and 

limited depth-of-focus of the camera lens, not all the 

objects can be focused upon simultaneously. However, it 

is possible to obtain a number of images, each with a 

different object in focus, which can be combined together 

using image enhancement techniques to get a final image 

with all the scene objects in focus [1]. Thus, image 

enhancement means combining relevant information 

acquired from two or more images into a single image. 

The final image will be enhanced one from the input 

images. It helps to obtain an image with all the 

information which forms a new image that is more 

informative than its constituent images. This concept is 

wide used in the field of medicine, remote sensing, 

machine vision, automatic change detection, bio metrics 

etc [1]. 
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The first DWT [2] was introduced by Hungarian 

mathematician Alfréd Haar in 1909. The Haar 

wavelet transform accept the input values in a set of 2n 

numbers in pair, stores the difference and passes the sum. 

The process is to be iterated which leads to 2n -1 

differences and a final sum. The most common DWT was 

given by the Belgian mathematician Ingrid Daubechies in 

1988. The concept was based on the use of recurrence 

relations to output successive excelling discrete samplings 

of an implicit mother wavelet function [25]. The most 

recent enrichment to the DWT is dual-tree complex 

wavelet transform (DCWT) with supplementary features: 

provides a high degree of shift-invariance in its magnitude 

and directionally selective in two and higher dimensions. 

DWT broadly applied in the area of science, engineering, 

mathematics, and computer science. Most particularly it is 

used for signal coding; to represent a discrete signal in a 

more redundant form [24].The wavelet can be constructed 

from a scaling function which describes its scaling 

attributes. Scaling function must be orthogonal to its 

discrete translations implicates mathematical conditions 

on them. So, wavelet transforms are multi-resolution 

image decomposition tool that provide a variety of 

channels representing the image attribute by different 

frequency sub-bands at multi-scale. The DWT uses a 

discrete set of the wavelet scales and translations rules. In 

other words, DWT decomposes the signal into mutually 

orthogonal set of wavelets [21].In contrast with other 

wavelet transforms, a major advantage it has over Fourier 

transform is temporal resolution that is it captures both 

frequency and location information[23], [25]. 

The rest of the paper is organized as follows: Section II is 

about image enhancement using DWT. Section III is the 

related work /literature survey. Section IV entails the 

associated fusion schemes for image enhancement. 

Section V describes importance of image fusion in image 

enhancement. Comparative analysis has been done in 

Section VI and results are elaborated in section VII. Final 

section VIII is the references. 

2. IMAGE ENHANCEMENT USING DWT 

The wavelet transform slice the image into low-low, low-

high, high-low, high-high spatial frequency bands at 

different scales. DWT based image fusion provides better 

signal to noise ratio (SNR) and high quality spectral 

content. But it has less spatial resolution [26]. 

The image is sliced by vertical and horizontal lines and 

represents the first-order of DWT, and the image sliced 

into four parts: LL1, LH1, HL1 and HH1 as shown in fig. 

1 [3], [27]. 

         

                     Fig. 1 Wavelet Decomposition 

 

The LL frequency band records the approximation 

coefficients whereas the other frequency bands records 

directional information. LH band saves the horizontal 

detail coefficients. HL band saves the vertical detail 

coefficients. HH saves the diagonal detail coefficients and 

also the higher absolute values of wavelet coefficients 

correspond to prominent features such as edges or lines 

[28].  

The prevailing process of image fusion using DWT has 

following steps: 

https://en.wikipedia.org/wiki/Alfr%C3%A9d_Haar
https://en.wikipedia.org/wiki/Ingrid_Daubechies
https://en.wikipedia.org/wiki/Recurrence_relation
https://en.wikipedia.org/wiki/Recurrence_relation
https://en.wikipedia.org/wiki/Recurrence_relation
https://en.wikipedia.org/w/index.php?title=Signal_coding&action=edit&redlink=1
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Step 1: Implement DWT on both the input image to create 

wavelet lower decomposition.  

Step 2:  Fuse each decomposition level by using different 

fusion rule.  

Step 3:  Carry Inverse Discrete Wavelet Transform 

(IDWT) on fused decomposed level, which means to 

reconstruct the image. 

The final image is the fused enhanced image [29]. 

 

 

 

 

 

      Fig. 2 Discrete Wavelet Transform based Image Fusion 

Service Level Agreement (SLA): Although the Cloud 

users don’t had to control over the fundamental of 

computing resources, and they do require to ensure the 

eminence, accessibility, dependability, and presentation 

of such resources where as users have migrate their core 

production and function onto that entrust the Cloudy [8]. 

Another we can say that, it is vital for users to get hold of 

guarantee from to provider on services release. 

3.  Related work/ literature survey 

Wang, Wencheng and Chang, Faliang [4] proposed a 

multi-focus image fusion method based on laplacian 

pyramid. This method uses pyramid based decomposition. 

The input image is sliced into various pyramid levels using 

pyramid. The main advantage of this decomposition 

method is that it retains the edge information of image very 

well. Theoretically laplacian pyramid is obtained from a 

low pass gaussian pyramid using recursive refining 

process. Like DWT based image fusion this method also 

uses different operators to merge multiple pyramid levels 

and finally uses an inverse laplacian pyramid transform to 

regenerate the fused image as the final output image. The 

procedure used for this method is not very much efficient 

as conventional methods but the main advantage is it can 

identify shadows in image [30]. 

Li, Shutao and Kwok, JT-Y and Tsang, Ivor W and Wang, 

Yaonan [5] suggested image fusion with the use of support 

vector machines (SVM). Image fusion using SVM is 

another scheme for image fusion based on both wavelets 

and machine learning approach. It uses both SVM and 

discrete wavelet frame transforms (DWFT) scheme for 

image fusion. DWFT decomposes and retrieve feature 

coefficients of an image. The intensification in DWT based 

method is DWFT. The important difference of DWFT 

from DWT is that it offers a translation invariant image 

processing and representation pattern [31]. 

Liang, Junli and He, Yang and Liu, Ding and Zeng, 

Xianju, [6] suggested an image fusion using higher order 

singular value decomposition (HOSVD). HOSVD is data 

driven image fusion method. The HOSVD decomposes 

the input image into distinct tensors. The input image is 

originally divided into different patches for feature 

extraction. Such type of decomposition method is highly 

efficient in high dimensional data and in matrix based 

operations. Firstly, absolute pixel values are taken from 

the image patches. Special sigmoid function is used in this 

method for mixing the coefficients into fused image. A 

shrinking factor directs this sigmoid function. This 

sigmoid function use to select maximum scheme or 

averaging or smoothing functions based on some 
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shrinking criteria. By using any one of these sigmoid 

functions final fused image are regenerated. This varying 

sigmoid function makes this method efficient for image 

fusion [32]. 

Li, Shutao and Kang, Xudong and Hu, Jianwen [7] 

suggested a new approach of data driven image fusion 

based on guided filtering which uses two-scale image 

decomposition method. Image fusion with guided filter is 

capable to produce much better results. The primary 

advantage of this method is that it can well preserve the 

details of different source images. This method makes full 

use of spatial uniformity for image fusion. A successive 

combination of average, laplacian, gaussian and guided 

filter is used in this method. Since this method uses 

guided filter scheme so it can well preserve edge 

information. The important advantage of guided filter is it 

takes a guidance image to control over all filtering 

process. 

He et al [8] suggested the combination of IHS and PCA  to 

enhance the fusion quality. Numerous drawbacks have 

been existed with this as color distortion problem and 

sensitive pixel precision. 

Li et al [9] explained a method based on redundant wavelet 

transform to overcome the shift variant problem and 

increase the authenticity of fusion results.  

Yang et al [10] discussed composite method with fusion 

rules like local energy, weighted average, and selection to 

enhance the quality of the fused images.  

Yoonsuk Choi, et.al. (2014) [11] discussed quality 

assessment of image fusion methods in transform domain 

using curvelet, contourlet, decomposition, non sub sampled 

contourlet, wavelet . 

4. IMAGE FUSION SCHEME 

 

The goal of the image fusion is to retain the most desirable 

attributes from image into a single fused enhanced image 

[14].Fusion method include the simplest approach of pixel 

averaging to more complicated methods such as principal 

component analysis (PCA) [3] and wavelet transform 

fusion. This method can take place at different levels of 

information representation [3]. A general order of image 

abstraction in distinct level is: pixel, feature and decision 

level [4]. In pixel level fusion, information is acquired 

from a set of associated pixels. In feature level fusion, 

information is acquired from features such as edges, 

regions having particular characteristic and pixel intensities 

etc. Decision-level fusion consists of fusing information at 

a higher level of abstraction, combines the results from 

multiple algorithms to yield a final fused decision.  

Image Fusion Rules 

Fusion techniques are widely categorized into two groups: 

spatial domain and transform domain. In spatial domain, 

operations are executed directly on pixels.   The fusion 

methods such as averaging, brovey method [23], principal 

component analysis (PCA) and IHS based methods [22] 

fall under spatial domain approach. Spatial domain fusion 

method is the high pass filtering based technique. The 

disadvantage of this approach is that they produce spatial 

deformity in the fused image. Spectral distortion becomes 

a negative factor when we go for further processing such as 

classification problem. It can be very well managed by 

frequency domain approaches on image fusion. 

Three very well-known fusion rules were implemented 

using DWT based image fusion: 

1) Maximum selection (MS) scheme: This is the 

elementary  
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scheme in which the coefficient in each sub-band with the 

highest magnitude is selected. 

2) Weighted average (WA) scheme: This scheme was  

proposed by Burt and Kolczynski [12] which is a 

standardized correlation between the two image’s sub-

bands over a small local area. The average coefficient 

value is selected for the regeneration of image. 

3) Window based verification (WBV) scheme: This 

scheme 

 Was proposed by Li et al. [13] creates a binary decision 

map to select a coefficient between each pair of 

coefficients using a majority filter. 

5. IMPORTANCE OF IMAGE FUSION IN IMAGE 

ENHANCEMENT: ROLE 

Image fusion is a commonly used technology to enhance 

the visual interpretation of the images in various areas like 

enhanced vision system, medical diagnosis, robotics, 

military and surveillance, etc. It is now frequently used in 

various fields such as object identification, classification 

and change detection [22]. 

Object identification 

In order to increase the amount of information extracted 

from satellite image data useful products can be found in 

fused images. 

Classification 

Classification is one of the primary tasks of remote sensing 

applications. With the help of classification correctness of 

remote sensing images can be improved when multiple 

source image data are used for the processing. 

Change detection 

Change detection is the process of detecting differences in 

the state of an image by observing it at different times. The 

changes are detected by comparing multiple images of 

same scene acquired at different times usually. Some 

traditional change detection methods such as differencing 

and ratioing algorithms are used for the purpose. 

Applications of image fusion in various areas: 

1) Medical Imaging: 

a) Magnetic Resonance Imaging: The MRI, which  

stands for magnetic resonance imaging" is widely 

used as non invasive diagnostic technique of various 

internal body organs disorder such as brain, spinal 

cord, etc.  

 

b) Computerized Tomography: The CT [18], which  

stands for “Computerized tomography” are another 

medical image technique which provides very rich 

information about anatomical features and tissue density, 

allowing for the detection of tumors. CT imaging is used 

for broken bones, injury etc.  

c) Positron Emission Tomography: PET which is  

described as positron emission tomography. It is a nuclear 

medicine imaging technique. Similar to MRI and CT, a 

major application of PET is for brain diagnosis and 

treatment.  

Along with these modalities there are several other 

modalities used in medical image fusion such as Single 

Photon Emission Computed Tomography, Infrared, 

Microwave and Microscopic imaging.  

2) Remote Sensing Imaging: 

a) Pan Sharpening: This is a process of merging  

Pan-chromatic image [21] (single band) into multispectral 

image (more than one band). An enhanced pan sharpened 
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image gives the best of both image types, high spectral 

resolution AND high spatial resolution. 

b) Agriculture: Agriculture plays an important role in 

economies of countries. We can receive field based 

information including crop identification, crop area 

determination and crop condition monitoring (health and 

viability). Satellite data are employed in precision 

agriculture to manage and monitor farming practices at 

different levels. The data can be used to farm optimization 

and spatially-enable management of technical operations. 

The images can help determine the location and extent of 

crop stress and then can be used to develop and implement 

a spot treatment plan that optimizes the use of agricultural 

chemicals. 

c) Forest Mapping: Using remote sensing data we 

can  

identify and delineate various forest types that would be 

difficult and time consuming using traditional ground 

surveys.  

d) Intra-urban land cover classification: It is 

possible to  

generate information for many applications, such as 

analysis of urban micro-climate and urban greening maps 

amongst others. 

 

3) Computer Vision: 

a) Automatic inspection, e.g., in manufacturing 

applications. 

b) Assisting humans in identification tasks, e.g., 

a species identification system. 

c) Controlling processes, e.g., an industrial robot. 

d) Detecting events, e.g., for visual surveillance 

or people counting. 

e) Interaction, e.g., as the input to a device 

for computer-human interaction. 

f) Modeling objects or environments, e.g., medical 

image analysis or topographical modeling. 

g) Navigation, e.g., by an autonomous 

vehicle or mobile robot. 

 

4) Microscopic Imaging: 

a) Scanning Electron Microscope: A Scanning 

Electron  

Microscope (SEM) uses focused beams of electrons to 

render high resolution, three-dimensional images. These 

images provide information on topography, morphology 

and composition. SEM is used across a number of 

industrial, commercial, and research applications. SEMs 

are use for quality control, analysis of gunshot residue, 

jewellery examination, handwriting and print analysis, 

measuring the effect of climate change of species, 

vaccination testing, forensic evidence is soil quality, and 

toxins, identifying diseases and viruses. 

6. COMPARATIVE ANALYSIS 

 

The comparative analysis is performed on the Lytro Multi-

focus Image Dataset available at open access database 

[24]: There are multiple images available in this database. 

The results are analyzed using fusion methods are 

presented on the selected data shown in the Fig. 3 (a) and 

3(b). 

 

Qualitative Analysis 

The fusion result using DWT, CWT, DSWT and PCA are 

as shown in Fig. 4, Fig. 5, Fig. 6 and Fig. 7, respectively. 

By analyzing the fused image, it is observed that Fig. 4, 

Fig. 5, Fig. 6 and Fig. 7 are enhanced images as the quality 

of the fused image is better than two input images. The 

final fused image preserves relatively much information 
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than selected data set. This claim can be verified by the 

TABLE I. The performance of the fused image is 

evaluated on the visual perception of the image using 

qualitative measure such as non-generation of artifacts 

during fusion procedure, smoothness in homogenous area, 

preservation of fine details in heterogeneous areas, 

preservation of edges, corners, contrast and brightness of 

an image. 

           

(a) 

 

(b) 

                                  Fig. 3 Image fusion dataset 

    

 

Fig. 4 Image fusion by (one level) discrete wavelet transform 

 

     

 

Fig. 5 Image fusion by (one level) complex wavelet transforms 
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Fig. 6 Image fusion by (one level) discrete stationary wavelet transforms 

 

       

                   Fig.7. Image fusion by PCA 

 

Quantitative Analysis 

In order to analyze the quality of fused image in terms of 

quantitative analysis, there are certain metrics available in 

past literature. These metrics are Peak Signal to Noise 

Ratio (PSNR) [17], Signal to Noise Ratio (SNR), 

Structured Similarity Index Metric (SSIM), Universal 

Image Quality Index (UIQI), Correlation Coefficient (CC), 

Mean Square Error (MSE) [17], Root Mean Square Error 

(RMSE) and Entropy. The resultant fused image 

performance is evaluate against two standard metric i.e. 

image fusion using PSNR and image fusion using SSIM on 

both images. TABLE I compares the fused image with 

DWT, CWT, SWT and PCA using PSNR and SSIM. As 

shown in TABLE I PSNR wrt Fig. 3 (a) and Fig. 3 (b) 

using DWT is 15.2397 and 15.6491 which is more 

informative than the original input image. On comparing 

fused image wrt Fig. 3 (a) and Fig. 3 (b) in terms of PSNR, 

CWT method gives better result than input image but 

preserves lesser information than DWT. On applying 

SWT, the PSNR wrt Fig. 3 (a) and wrt Fig. 3 (b) is 16.7878 

16.9342 which preserve the image information more 

effectively as compared to DWT and SWT. PCA returns 

the best result in terms of PSNR wrt Fig.3 (a) as 17.8646 

and wrt Fig. 3 (b) as 17.9893. On applying DWT, the 

resultant fused image obtained has better image quality in 

terms of SSIM which is 0.7983 and 0.7846 wrt Fig. 3 (a) 

and Fig. 3 (b), respectively. The SSIM of image wrt Fig. 3 

(a) and Fig. 3 (b) is 0.7786 and 0.7865 using CWT which 

is lesser in quality as compared to DWT. Analyzing the 

SWT method for enhancing image quality result in better 

fused image compared to DWT and CWT. The SSIM of 

fused image wrt Fig. 3 (a) and Fig. 3 (b) is 0.8131 and 

0.8236 respectively. The PCA method gives the best fused 

image as a result among all the fusion techniques. The 

SSIM of resultant image is 0.8957 and 0.9127 wrt Fig. 3 

(a) and Fig. 3 (b). 

                         TABLE I. PSNR AND SSIM OF FUSED IMAGES 

  
PSNR wrt 
Fig 3 (a) 

PSNR wrt 
Fig 3 (b) SSIM wrt 

Fig 3 (a) 

SSIM wrt 
Fig 3 (b) 

 DWT 15.2397 15. 6491 0.7983 0.7846 
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Dataset 

Fig. 3. CWT 15.1326 15.4957 0.7786 0.7865 

SWT 16.7878 16.9342 0.8131 0.8236 

PCA 17.8646 17.9893 0.8957 0.9127 

 

                    Fig.7. PSNR and SSIM of fused images 

7. CONCLUSION 

In this paper, the role of fusion in image enhancement 

using DWT is studied. A blurred image stores less 

information required for image analysis and does not 

provide appropriate and relevant information regarding the 

object. So, multiple images of same scene are fused to 

obtain a high quality enhanced image for better 

understanding of the object. The technique of generating 

new improved image is image fusion. In this paper we 

have gone through many wavelet transform technique 

such as DWT, CWT, SWT and PCA to in order to analyze 

the quality of fused image with respect to the original 

images. The performance of various fusion methods is 

tested against the original images and other fusion 

methods. The image fusion performance is evaluated 

quantitatively and qualitatively measurement criterions. 

Through the experimental results, it is found that the 

image fusion method preserves more sharp information 

while eliminating artifacts and has shown better 

performance magnitude. The Enhancement of the 

bandwidth and the competence had to required, which is 

implies to require for a privileged an occurrence and to 

recovered spatial shadowlike reuse. The Huge magnitude 

the Cloud Computing of the SAAS model had another 

challenging feature in the near expectation which could be 

already foreseen. 
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