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Abstract: Recent developments in machine learning engendered many algorithms designed 

to solve diverse problems in countless scientific areas, particularly recognition structures 

such as speech recognition, text recognition, image recognition.  In image recognition tasks, 

the experiments within limited computing and time constraints are challenging issue. In this 

paper, we have recognized different types of bird’s images and performance analysis of 

machine learning algorithms. Basic assembly of support vector machine, k-nearest neighbors, 

random forest and logistic regression are modified for experiments by defining relationships 

and adjusting different parameters. We have collected 3490 images of 22 types of bird’s and 

created our dataset and the dataset is adopted to extract the features and the algorithms are 

employed for recognition of the different types of bird’s images. The experimental results are 

discussed in terms of accuracy, Precision, recall and F1 score. While, the support vector 

machine better preforms as compared to the other three methodologies, whereas, KNN, RF 

and LR achieved more interesting results. 

Keywords: Machine learning algorithms, Birds image recognition, create images dataset, 

Performance analysis. 

1.  INTRODUCTION  

Image recognition was created to close the gap between computer 

vision and human vision by training the computer with data. Image 

recognition has recently grown in popularity among technology 

developers, especially with the growth of data in several industries 

such as surveillance, social media, engineering etc. Image 

recognition techniques are categorized into three types: (1) 

supervised recognition, (2) unsupervised recognition, and (3) semi 

supervised recognition. [1] Training is required for supervised 

recognition, which employs labeled data points and a known group 

of pixels.[1] When learned pixels are unavailable, or to put it 

another way, when training is not necessary and any random input 

can be used, unsupervised recognition is performed. [1] semi-

supervised recognition combines the benefits of supervised and 

unsupervised recognition by utilizing unlabeled data points to 

eliminate the need for intensive domain scientist involvement and 

to mitigate bias caused by inadequate labeled data representation. 

[1] The main principle of an image recognizer is to use various 

mathematical techniques to recognize the feature in an image. 

Image recognition technology is a branch of artificial intelligence 

that consists of algorithms and statistical frameworks that enable 

the system to learn and predict specific function on its own [2]. 

Where it can think and act like a human. In very simple language, 

image recognition is a problem, and machine learning is a form of 

solution. 

Zeeshan Khan, Sandeep Kumar, and Anurag Jain presented a paper 

titled Image Recognition Using Machine Learning Approach, in 

which they discussed various image recognition techniques such as 

KNN, RF, and SVM, as well as a full comparison of the 

techniques. They arrived at the conclusion that SVM produces 

better outcomes than the other techniques, but that SVM still has 

issues with feature outliers and the core problem, [3]. SVM [4] is 

one of the most effective methods for addressing many types of 

issues such as recognition and regression in the traditional machine 

learning areas. Ever et.al in [5] is to find the best approach for 

solving prediction issues utilizing various datasets and four 

machine learning algorithms. They came to the conclusion that 

while the amount of dataset samples does not directly affect 

algorithm performance, the properties of the dataset do. 

Other surveys [6-8] have been conducted to find machine learning 

techniques for recognizing, collecting, and categorizing 

nonfunctional requirements in software documents. Recently, 

Iqbal. [8] A survey of machine learning algorithms and 

requirements engineering was presented. They provided a birds-

eye view of how machine learning techniques can help with 

various requirements engineering tasks. The finding demonstrated 

that machine learning algorithms have an impact on software 

requirements elicitation, analysis, specification, validation, and 

management, among other aspects. The performance of four 

popular supervised machine learning algorithms on various 

datasets has been investigated in the paper [9]. The support vector 

machine algorithms had the maximum accuracy 99% across all 

datasets, whereas random forest and discriminant analysis had the 

weakest results. Many machine learning algorithms used in this 

paper are KNN (k-nearest neighbors) [10]. RF (random forest) 

[11]. SVM (support vector machine) [12]. LR (logistic regression) 

[13]. In [14], an automatic food detection system is utilized to 

detect and recognize varieties of Indian food using the KNN 

recognition model. A color and shape attribute are combined. The 
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feature is recognized using the KNN recognition model. Lu et al. 

[15] conclude that SVM provides more accurate recognition of 

environmental sounds than KNN (k-nearest neighbors) and GMM 

(Gaussian Mixture Model). Mu et al. [16] for picking the best 

dataset, an automatic recognition approach combining principal 

component analysis and SVM was developed. For the text 

categorization challenge, Tong et al. [17] used a support vector 

machine. While using the support vector model for recognition, it 

discovered numerous significant features. However, in our study, 

we used a comprehensive set of SVM recognition techniques that 

are specifically tailored for text recognition. To get the best 

outcome in SVM recognition, a voting process is implemented. 

Image recognition is becoming one of the most important areas of 

machine learning study [18]. Due to issue such as distinct 

subclasses of birds varying dramatically in shape and appearance, 

the background of images, lighting conditions in images, and 

extreme fluctuation in the stance, recognizing bird classes from an 

image is a difficult task. 

Machine learning models were employed by Kwan et al. [19] to 

classify 11 birds’ classes. Mel-frequency cepstral coefficient were 

used to represent bird sounds. Kwan et al. also developed a system 

for automatic bird monitoring in the field. For the recognition of 

two birds’ classes, Nadimpalli et al. [20] compare multiple image 

recognition algorithms. The HSV, GRAY, and RGB color spaces 

were all subjected to local thresholding. Burghardt et al. [21] 

describe a method for recognition African penguin birds based on 

chest pattern recognition. A light image is taken and evaluated for 

areas of interest, which are likely to contain a penguin chest. 

Anderson et al. [22] and Kogan and Margoliash [23] were among 

the first to attempt to mechanically recognize bird types based on 

their sounds. For automatic song detection of Zebra Finches 

(Taeniopygia guttata) and In-digo punting, they used active time 

warping and hidden Markov models (Passerine Cyanea). A system 

based on an algorithm capable of recognizing traffic signals for the 

advantage of robotic vehicle navigation was developed by Yaong 

Yu et al. [24]. A mobile laser scanning (LMS) sensor is used in the 

system. Anuj Dutt and Aashi Dutt [25], use deep learning to 

implement Handwritten Character Recognition. Some machine 

learning algorithms, such as RF, KNN, and SVM, are included in 

this study. These three algorithms were trained and tested on the 

same dataset, allowing for a comparison of the three and an 

understanding of why deep learning is utilized in this critical 

situation. They discovered that the KNN approach with Yens or 

Flow has a 99.98% trained images accuracy and a 98.72% tested 

image accuracy. 

The following section is described in this paper. Section 1 will 

cover the introduction and literature review used in this paper. The 

dataset descriptions used in this paper are described in section 2. 

The methodologies utilized in this paper are described in section 3. 

The results and discussion of the proposed work are described in 

section 4, and the paper concludes in section 5. 

2. Dataset descriptions 
Our dataset contains 3490 images of 22 different birds’ species. In 

general, all machine learning techniques used as a 6:4 or 7:3 ratio 

for normal RGB images. Many researchers use an 8:2 ratio when 

working with HSI images [26]. Mostly dataset is divided into 

training and testing samples in the ratio 8:2 [27]. The total number 

of images is 3490, with 2791 used as training sets and the 

remaining 699 used as testing sets. Table: 1 summarizes the 

contained status of numbers in the training and testing sets to 

examine the performance of both models in recognizing all birds’ 

images. 

Table: 1   Training and testing samples 

Label Training samples  Testing samples Total samples 

Dove 26 6 32 

Crow 42 11 53 

Eagle 42 10 52 

Myna 18 4 22 

Parrot 70 18 88 

Pigeon 19 5 24 

Sparrow 34 9 43 

Peacock 14 3 17 

Hen 292 73 365 

Duck 54 14 68 

Owl 77 19 96 

Quail 126 31 157 

Robin 46 12 58 
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Swallow 130 33 163 

Kite 158 40 198 

Ostrich 355 89 444 

Bat 70 18 88 

Heron 110 27 137 

Raven 270 67 337 

Seagull 309 77 386 

Woodpecker 235 59 294 

Canary 294 74 368 

Total Samples 2791 699 3490 

 

The number of each class in the training set and testing set are 

different, as shown in the table above, and each number in the 

training set is 8:2 more than the number in the testing set. This 

ensures that the model may be fully trained on a variety of datasets 

before being tested 

3. Methodology 
Image recognition performance is improved using machine 

learning algorithms. Support vector machine, k-nearest neighbors, 

random forest, logistic regression are some of the machine learning 

algorithms discussed in this section. 

3.1 Support Vector Machine 
SVM (support vector machine) is a famous supervised machine 

learning algorithms originated by 1992. It’s utilized for both 

recognition and regression problems. Because of its success in 

hand written character recognition, this algorithm became well-

known. SVM has been shown to have a lower error rate in 

experiments [28]. Support vector machines are currently being 

reclassified as an important example of kernel methods a vital 

component of machine learning. The SVM algorithm’s purpose is 

to find the optimum line or decision boundary for dividing n-

dimensional space into classes so that new data points can be 

readily placed in the correct category in the future.  A hyperplane is 

a name for the optimal choice boundary. The extreme 

points/vectors that assist to create the hyperplane are chosen via 

SVM.  Support vector machine are extreme points, and this method 

is called a support vector machine. 

3.2 K-Nearest Neighbors 
KNN (k-nearest neighbor) is a basic and well-known gaining 

knowledge algorithm [29], originated by 1951. It’s a supervised 

machine learning algorithms for used both recognition and 

regression problems. It is determined by the distance between 

the data points. The data points closest to each other are more 

comparable than those farthest apart. KNN has employed a 

variety of distance measures to determine data similarity. Some 

distance measurements commonly used in KNN are Euclidean 

distance, Manhattan distance, and City Block distance. The 

output class of a data is determined by the data that surrounds 

it, known as the neighbor. KNN has the advantage of being the 

easiest algorithm to implement. KNN works effectively with 

smaller data sets. However, with complex dataset, it can take a 

long time. 

3.3 Random Forest  
The supervised machine learning algorithm RF (random forest) is a 

famous machine learning algorithm. It can be utilized in machine 

learning for both recognition and regression problems. Random 

forests [30] is a decision tree-based ensemble recognizer. RF is a 

three-step ensemble learning algorithm that does the following: (1) 

bootstrapping a predictor variable- rich training dataset (2) A 

random selection of predictor variables was used to fit numerous 

recognition trees (3) integrating all of the trees forecasts each 

recognition tree divides the input recursively into binary groups 

that become progressively homogeneous to a specific class. About 

37% of the data is ignored during the bootstrapping process, while 

the remaining data is simulated to bring the sample to full size. The 

recognition errors are calculated using the out-of-bag dataset, 

which is an internal cross-validation technique in the RF algorithm. 

When it comes to recognition problems RF outperform recognition 

problems. 

3.4 Logistic Regression 
LR (logistic regression) is a supervised learning algorithms that is 

one of the most famous machine learning algorithms. It can be 

used for both recognition and regression, however, it is most 

commonly employed for binary recognition. This logistic 

regression binary class recognition could be expanded to multi-

class recognition. For multi-class recognition, a method known as 

‘one-vs-all’ is utilized, in which a binary recognition is conducted 

for each class. Different parameters, such as alpha or learning rate, 

epoch or number of iterations, influence logistic regression. When 

all of these parameters are set correctly, good recognition results 

are obtained. 

4. Results and Discussion 
The performance of our proposed method was evaluated using 

3490 images from 22 different bird classes from our dataset. Four 

different machine learning algorithms were applied. With respect 

to various parameters, all of the algorithms provide distinct types 

of performance. We utilized a poly kernel for SVM. SVM provides 

95% accuracy without any parameters. Table: 2 and the flow chart 
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in Figure: 1 exhibit the performance accuracies of several machine learning algorithms. 

Table 2. Accuracy table 

Machine learning algorithms Accuracy Rate 

SVM(Poly) 0.95 

KNN 0.91 

Random forest (Gini) 0.93 

Logistic regression 0.90 

 

 

Fig: 1 Accuracy Report 

The implementation of SVM with poly kernel yields the highest accuracy of 95%, followed by random forest at 93% accuracy as shown in Fig: 

1. When using K-NN and logistic regression, accuracies of 91% and 90% were obtained, respectively. 

The recognition algorithms performance was assessed using a variety of well-known results such as accuracy, precision, recall, and F1 score. We 

use confusion matrix to determine the precision, recall, F1 score and other metrics. The confusion matrix is a typical performance measure for 

recognition algorithms, with the rows representing the output or predicted class and the columns representing actual or targeted class. To assess 

the algorithms performance, we used test data. Finally, we presented a graphical representation of the performance of machine learning 

algorithms in the recognition of bird images. This was accomplished using a grouped bar graph. The bar graph depicts the results of all 

recognition methods. The experimental outcomes for each class are displayed on the horizontal axis, while the classes are displayed on the 

vertical axis. The results shows that SVM produces the best outcomes, while logistic regression produces the worst. Table: 2 displays the 

outcomes. Fig: 1 shows the confusion matrix for various recognition methods, while Fig: 2 shows recognition reports for various machine 

learning algorithms.  
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Parrot 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Pigeon 0 0 0 0 0 8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Sparrow 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Peacock 0 0 0 0 0 0 0 70 0 0 1 0 0 0 0 0 0 0 0 0 0 0 

Hen 0 0 0 0 0 0 0 0 14 0 0 0 0 0 0 0 0 0 0 0 0 0 

Duck 0 0 0 0 0 0 0 0 0 22 0 0 0 0 0 0 0 0 0 0 0 0 

Owl 0 0 0 0 0 0 0 0 0 1 35 0 0 0 0 0 0 0 0 0 0 0 

Quail 0 0 0 0 0 0 0 0 0 0 0 17 0 0 0 0 0 0 0 0 0 0 

Robin 0 0 0 0 0 0 0 0 0 0 0 0 36 0 0 0 0 0 0 0 0 0 

Swallow 0 0 0 0 0 0 0 0 0 0 0 0 0 36 0 0 0 0 5 0 0 0 

Kite 0 0 0 0 0 0 0 0 0 0 0 0 0 0 91 1 0 1 0 0 0 0 

Ostrich 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 11 0 0 0 1 1 0 

Bat 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 16 0 1 1 1 0 

Heron 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 63 0 0 0 0 

Raven 0 0 0 0 0 0 0 0 0 0 0 0 0 6 0 0 1 0 70 0 0 0 

Seagull 0 0 0 0 0 0 0 0 0 0 0 0 0 2 3 1 0 1 4 47 0 0 

Woodpecker 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 76 0 

Canary 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 63 

a) Support vector machine confusion matrix(poly) 
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Eagle 0 0 4 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Myna 0 0 01 15 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Parrot 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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Peacock 0 0 0 0 0 0 0 69 0 0 1 0 1 0 0 0 0 0 0 0 0 0 
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Hen 0 0 0 0 0 0 0 0 14 0 0 0 0 0 0 0 0 0 0 0 0 0 

Duck 0 0 0 0 0 0 0 0 0 19 3 0 0 0 0 0 0 0 0 0 0 0 

Owl 0 0 0 0 0 0 0 0 0 2 34 0 0 0 0 0 0 0 0 0 0 0 

Quail 0 0 0 0 0 0 0 0 0 0 0 17 0 0 0 0 0 0 0 0 0 0 

Robin 0 0 0 0 0 0 0 0 0 0 0 1 35 0 0 0 0 0 0 0 0 0 

Swallow 0 0 0 0 0 0 0 0 0 0 0 0 0 31 0 0 0 0 10 0 0 0 

Kite 0 0 0 0 0 0 0 0 0 0 0 0 0 0 91 0 0 2 0 0 0 0 

Ostrich 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 9 0 0 0 1 0 0 

Bat 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 14 1 3 1 0 0 

Heron 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 64 0 1 0 0 

Raven 0 0 0 0 0 0 0 0 0 0 0 0 0 4 1 0 2 0 69 1 0 0 

Seagull 0 0 0 0 0 0 0 0 0 0 0 0 0 4 3 0 3 1 7 39 1 0 

Woodpecker 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 1 76 0 

Canary 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 63 

b) K-Nearest Neighbors confusion matrix 
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Dove 12 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 

Crow 0 13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Eagle 0 0 4 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Myna 0 0 0 16 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 

Parrot 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Pigeon 0 1 0 0 0 7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Sparrow 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Peacock 0 0 0 0 0 0 0 71 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Hen 0 4 0 0 0 0 0 0 14 0 0 0 0 0 0 0 0 0 0 0 0 0 

Duck 0 0 0 0 0 0 0 0 0 22 0 0 0 0 0 0 0 0 0 0 0 0 

Owl 1 0 0 0 0 0 0 0 0 3 32 0 0 0 0 0 0 0 0 0 0 0 

Quail 0 0 0 0 0 0 0 0 0 0 0 17 0 0 0 0 0 0 0 0 0 0 



Rashid Iqbal; ISAR J Mul Res Stud; Vol-1, Iss-5 (Nov- 2023): 1-11 

 

7 
 

Robin 0 0 0 0 0 1 0 0 0 0 0 0 35 0 0 0 0 0 0 0 0 0 

Swallow 0 0 0 0 0 0 0 0 0 0 0 0 0 33 0 0 0 1 7 0 0 0 

Kite 0 0 0 0 0 0 0 0 0 0 0 0 0 0 89 0 0 3 0 0 1 0 

Ostrich 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 6 0 0 0 3 1 0 

Bat 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 15 1 2 1 0 0 

Heron 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 64 0 0 0 0 

Raven 0 0 0 0 0 0 0 0 0 0 0 0 0 7 1 0 0 0 68 1 0 0 

Seagull 0 0 0 0 0 0 0 0 0 0 0 0 0 3 2 0 2 2 3 45 1 0 

Woodpecker 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 78 0 

c) Random forest confusion matrix (Gini) 
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Dove 12 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Crow 0 12 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 

Eagle 0 0 4 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Myna 0 0 0 15 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Parrot 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Pigeon 0 0 0 1 0 7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Sparrow 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Peacock 0 0 0 0 0 0 0 70 0 0 1 0 0 0 0 0 0 0 0 0 0 0 

Hen 0 0 0 0 0 0 0 0 14 0 0 0 0 0 0 0 0 0 0 0 0 0 

Duck 0 0 0 0 0 0 0 0 0 22 0 0 0 0 0 0 0 0 0 0 0 0 

Owl 0 0 0 0 0 0 0 0 0 0 35 0 0 0 0 0 0 0 0 0 0 1 

Quail 0 0 0 0 0 0 0 0 0 0 0 17 0 0 0 0 0 0 0 0 0 0 

Robin 0 0 0 0 0 0 0 0 0 0 0 1 35 0 0 0 0 0 0 0 0 0 

Swallow 0 0 0 0 0 0 0 0 0 0 0 0 0 33 1 0 0 1 5 0 1 0 

Kite 0 0 0 0 0 0 0 0 0 0 0 0 0 0 86 1 2 0 1 2 1 0 

Ostrich 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 8 1 0 0 2 0 1 

Bat 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 13 0 3 1 1 0 

Heron 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 58 0 1 4 0 
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Raven 0 0 0 0 0 0 0 0 0 0 0 0 0 4 2 0 1 0 68 2 0 0 

Seagull 0 0 0 0 0 0 0 0 0 0 0 0 0 3 3 0 3 1 2 44 2 0 

Woodpecker 0 0 0 0 0 0 0 0 0 0 0 0 0 0 7 0 0 1 0 1 70 0 

Canary 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 63 

d) Logistic regression confusion matrix 

Fig. 2. Confusion Matrix of recognition method. 

 
a) SVM Recognition report 

 
b) KNN Recognition report 
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c) Random forest Recognition report 

 
d) Logistic regression Recognition report 

Fig. 3. Performance report of all recognition method. 

 

5. CONCLUSION  
We have recognized several types of bird’s images and 

performance analysis of four machine learning algorithms. It is 

concluded on the basis of experimental results that, SVM get 95% 

accuracy, KNN get 91% accuracy, RF get 93% accuracy and LR 

get 90% accuracy. We have observed that SVM performs better 

results as compared to the other machine learning techniques. The 

whole process we have used python as the programming language 

for image recognition. This work has potential to utilize for other 

recognitions tasks as well as for greater dataset that consists of 

more classes of birds. 

REFRANCES 

1. Lu, D., & Weng, Q. (2007). A survey of image classification 

methods and techniques for improving classification 

performance. International journal of Remote sensing, 28(5), 

823-870. 

2. Fabrizio Sebastiani. 2002. Machine learning in automated text 

categorization. ACM Comput. Surv. 34, 1 (March 2002), 1-

47. 

0
.9

2
 

0
.9

2
 

0
.9

2
 

0
.9

3
 

1
 

0
.9

6
 

1
 

0
.8

 

0
.8

9
 

1
 

0
.9

4
 

0
.9

7
 

1
 

1
 

1
 

0
.7

8
 

0
.8

8
 

0
.8

2
 1
 

1
 

1
 

1
 

1
 

1
 

1
 

1
 

1
 

0
.8

5
 

1
 

0
.9

2
 

1
 

0
.8

9
 

0
.9

4
 

0
.9

4
 

1
 

0
.9

7
 

1
 

0
.9

7
 

0
.9

9
 

0
.7

7
 

0
.9

 

0
.7

9
 

0
.9

2
 

0
.9

6
 

0
.9

4
 

1
 

0
.4

3
 0
.6

 

0
.8

8
 

0
.7

9
 

0
.8

3
 

0
.9

 

0
.9

8
 

0
.9

4
 

0
.8

5
 

0
.8

8
 

0
.8

7
 

0
.8

8
 

0
.7

8
 

0
.8

3
 

0
.9

6
 

0
.9

9
 

0
.9

7
 

1
 

1
 

1
 

P R E C I S I O N  R E C A L L  F 1 - S C O R E  

RF RECOGNITION REPORT 

Dove Crow Eagle Myna Parrot Pigeon Sparrow Peacock

Hen Duck Owl Quail Robin Swallow Kite Ostrich

Bat Heron Raven Seagull Woodpecker canary

1
 

0
.9

2
 

0
.9

6
 

1
 

0
.9

2
 

0
.9

6
 

1
 

0
.8

 

0
.8

9
 

0
.8

8
 

0
.8

8
 

0
.8

8
 

1
 

1
 

1
 

0
.7

8
 

0
.8

8
 

0
.8

2
 

0
.7

5
 1

 

0
.8

6
 

1
 

0
.9

9
 

0
.9

9
 

1
 

1
 

1
 

1
 

1
 

1
 

0
.9

5
 

0
.9

7
 

0
.9

6
 

0
.9

4
 

1
 

0
.9

7
 

1
 

0
.9

7
 

0
.9

9
 

0
.8

 

0
.8

 

0
.8

 

0
.8

4
 

0
.9

2
 

0
.8

8
 

0
.8

9
 

0
.5

7
 

0
.7

 

0
.6

2
 

0
.6

8
 

0
.6

5
 

0
.9

5
 

0
.8

9
 

0
.9

2
 

0
.8

6
 

0
.8

8
 

0
.8

7
 

0
.8

3
 

0
.7

6
 

0
.7

9
 

0
.8

9
 

0
.8

9
 

0
.8

9
 

0
.9

7
 

1
 

0
.9

8
 

P R E C I S I O N  R E C A L L  F 1 - S C O R E  

LR RECOGNITION REPORT 

Dove Crow Eagle Myna Parrot Pigeon Sparrow Peacock

Hen Duck Owl Quail Robin Swallow Kite Ostrich

Bat Heron Raven Seagull Woodpecker canary



Rashid Iqbal; ISAR J Mul Res Stud; Vol-1, Iss-5 (Nov- 2023): 1-11 

 

10 
 

3. Zeeshan Khan, Sandeep Kumar, Anurag Jain, “A Review of 

Image Classification using Machine Learning Approach”, 

International Journal of Advanced Computer Research (ISSN 

(print): 2249-7277 ISSN (online): 2277-7970) Volume2 

Number-3 Issue-5 September-20 

4. Cortes, C.; Vapnik, V. Support-vector networks. Machine. 

Learning. 1995 20, 273–297. 

5. Y. K. Ever, K. Dimililer, and B. Sekeroglu, "Comparison of 

Machine Learning Techniques for Prediction Problems," in 

Workshops of the International Conference on Advanced 

Information Networking and Applications, 2019, pp. 713-723. 

6. Meth, H., Brhel, M., & Maedche, A. (2013). The state of the 

art in automated requirements elicitation. Information and 

Software Technology, 55(10), 1695- 1709. 

7. Binkhonain, M., & Zhao, L. (2019). A review of machine 

learning algorithms for identification and classification of 

non-functional requirements. Expert Systems with 

Applications: X, 1, 190-201. 

8. Iqbal, T., Elahidoost, P., & Lucio, L. (2018). A Bird's Eye 

View on requirements engineering and machine learning. In 

25th Asia-Pacific Software Engineering Conference, 11-20. 

9. V. Khadse, P. N. Mahalle, and S. V. Biraris, "An Empirical 

Comparison of Supervised Machine Learning Algorithms for 

Internet of Things Data," in Proceedings of the Fourth 

International Conference on Computing Communication 

Control and Automation (ICCUBEA), 2018, pp. 1-6. 

10. N. S. Altman, "An introduction to kernel and nearest neighbor 

nonparametric regression," The American Statistician, vol. 46, 

no. 3, 1992, pp. 175-185. 

11.  L. Breiman, "Random forests," Machine learning, vol. 45, no. 

1, 2001, pp. 5-32. 

12.  A. Ben-Hur, D. Horn, H. T. Siegelmann, and V. Vapnik, 

"Support vector clustering," Journal of machine learning 

research, vol. 2, 2001, pp. 125-137. 

13. M. Collins, R. E. Schapire, and Y. Singer, "Logistic 

regression, AdaBoost and Bregman distances," Machine 

Learning, vol. 48, 2002, pp. 253-285. 

14. Gayathri Devi. G, Dr. C. P. Sumathi (2014) “Text Extraction 

from Images using Gamma Correction Method and different 

Text Extraction Methods – A Comparative Analysis” - 

International Conference on Information Communication and 

Embedded Systems (ICICES). 

15. L. Lu, H.-J. Zhang, and S. Z. Li, “Content-based audio 

classification and segmentation by using support vector 

machines,” in Multimedia Systems, vol. 8, no. 6, pp. 482–492, 

Apr. 2003. 

16. W. Mu, J. Gao, H. Jiang, Z. Wang, F. Chen and C. Dang, 

“Automatic classification approach to weld defects based on 

PCA and SVM,” Insight - Non-Destructive Testing and 

Condition Monitoring, vol. 55, pp. 535-539, 2013. 

17. Tong, Simon, and Daphne Koller. "Support vector machine 

active learning with applications to text classification." 

Journal of machine learning research 2. Nov (2001): 45-66. 

18. A. L. Alter and K. M. Wang, “An Exploration of machine 

learning Techniques for Bird Species Classification,” 2017. 

19. C. Kwan, K. C. Ho, G. Mei, et al., “An automated acoustic 

system to monitor and classify birds,” EURASIP Journal on 

Applied Signal Processing, vol. 2006, Article ID 96706, 19 

pages, 2006. 

20. U. D. Nadimpalli, R. R. Price, S. G. Hall, and P. Bomma, “A 

comparison of image processing techniques for bird 

recognition,” Biotechnology Progress, vol. 22, no. 1, pp. 9–

13, 2006.  

21. T. Burghardt, B. Thomas, P. J. Barham, and J. Calic, 

“Automated visual recognition of individual african 

penguins,” in Proc. 5th International Penguin Conference, 

Ushuaia, Argentina, 2004. 

22. S. E. Anderson, A. S. Dave, and D. Margoliash, “Template 

based automatic recognition of birdsong syllables from 

continuous recordings,” The Journal of the Acoustical Society 

of America, vol. 100, no. 2, pp. 1209–1219, 1996. 

23. J. A. Kogan and D. Margoliash, “Automated recognition of 

bird song elements from continuous recordings using dynamic 

time warping and hidden Markov models: a comparative 

study,” The Journal of the Acoustical Society of America, vol. 

103, no. 4, pp. 2185–2196, 1998. 

24. Y. YU, J. LI, C. WEN, H. GUAN, H. LUO AND C. WANG, 

"Bag-of visual-phrases and hierarchical deep models for 

traffic sign detection and recognition in mobile laser scanning 

data," ISPRS journal of photogrammetry and remote sensing, 

vol. 113, p. 106–123, 2016. 

25. Anuj Dutt, Aashi Dutt,” Handwritten Digit Recognition Using 

Deep Learning”, International Journal of Advanced Research 

in Computer Engineering & Technology (IJARCET) Volume 

6, Issue 7, July 2017, ISSN: 2278 – 1323.  

26.  Leyuan Fang, Shutao Li, Xudong Kang, Jon Atli 

Benediktsson, Spectral–spatial hyperspectral image 

classification via multiscale adaptive sparse representation, 

IEEE Trans. Geosci. Rem. Sens. 52 (12) (2014) 7738–7749. 

27. Qingsong Xu, Xin Yuan, Chaojun Ouyang, Yue Zeng, 

Spatial–spectral FFPNet: Attention-Based Pyramid Network 



Rashid Iqbal; ISAR J Mul Res Stud; Vol-1, Iss-5 (Nov- 2023): 1-11 

 

11 
 

for Segmentation and Classification of Remote Sensing 

Images, 2020 arXiv preprint arXiv:2008.08775 

28.  K. Shankar, S.K. Lakshmana Prabu, Deepak Gupta, andino 

maseleno, and victor Hugo C. De Albuquerque. "Optimal 

feature-based multi-kernel SVM approach for thyroid disease 

classification, J. Supercomputer. 76 (2) (2020) 1128–1143. 

29.  Shichao Zhang, Cost-sensitive KNN classification, 

Neurocomputing 391 (2020) 234–242. 

30. W. Man, Y. Ji, and Z. Zhang, “Image classification based on 

improved random forest algorithm,” in 2018 IEEE 3rd 

International Conference on Cloud Computing and Big Data 

Analysis (ICCCBDA), 2018, pp. 346–350. 

. 

 


