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A B S T R A C T

Anesthesiology is well positioned to benefit from applications of artificial intelligence on multiple elements
such as monitoring the depth of anesthesia, control of anesthetic machine functions, ultrasound guidance
for procedures and diagnosis, adverse event prediction, pain assessment and management, and optimising
the operating room workflow. The ethical concerns can arise from multiple aspects of AI research
and deployment such as the nature and source of the data, data collection methodologies, AI models
design, output interpretation and inappropriate use. AI solution can have the unintended consequences
like perpetuation of systematic biases and discrimination towards under-represented sections of society.
There could be conflicts about data protection, intellectual property rights and economic gains. Also, the
research must be transparent and solutions feasible. The clinician’s role is ever changing in this landscape.
We will discuss the broad ethical frameworks that are applicable to developing and using AI in medicine.
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1. Introduction

The use of Artificial Intelligence in healthcare is a promising
prospect and its applications in medicine continue to grow.

We can think about AI applications in medicine in areas
of clinical practice, biomedical research, and translational
medicine and research. Broad list of AI applications
demonstrate how AI solutions can advance patient care and
medical research:

1. Image analysis: AI applicability for image analysis
is used in intraoperative echocardiography, vascular
access, interventional procedures and focussed scans.
AI solutions can reduce errors due to human fatigue.

2. Patient risk stratification (or population level primary
prevention)
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3. Risk of readmission (usually 30 days)
4. Medical research: AI can help with novel trial design,

analytics and novel patient recruitment strategies. AI
based chatbots can be used for trial screening.

5. Home videos for diagnosis of autism or learning
disabilities.

6. Quality improvement: OR “blackbox” platform is
already in use. AI systems can help quantify blood
loss by analysing the photos of the sponges in OR or
delivery suites.

7. Drug discovery: AI use in research has a major role in
precision medicine. Developing targeted drugs based
on phenotypes is being widely studies. Key features are
gene identification, RNA expression, DNA mutations,
and protein-protein interaction.

8. Medical education: AI competency is being
considered in training programes. AI based simulation
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programs are being used for training and evaluation
purposes.

AI can potentially provide high performance data-driven
medicine, optimize patient care trajectories, suggest the
right therapy for the right patient, improve diagnostics,
and improve the process of clinical decision-making.
Furthermore, AI can improve clinical reliability, reduce
errors related to human fatigue, reducing over all healthcare
costs and help physicians understand patients’ values and
goals.1

Artificial intelligence can have a major impact on
anesthesiology; on multiple elements such as monitoring
the depth of anesthesia, control of anesthetic machine
functions, ultrasound for procedures and diagnosis, adverse
event prediction, pain assessment and management,
and optimising the operating room workflow.2–9

AI use in anesthesia is still under investigation, but
potential applications include automated recognition of
anatomical structures during image-guided (US/CT/X-ray)
regional anesthesia blocks or chronic pain procedures
or for intravenous or arterial access; prediction of
hemodynamic adverse events based on graph analysis,
help in interpretation of ECHO, FAST images, recognition
of the glottic opening and vocal cords during laryngoscopy
and identification of endobronchial or oesophageal
intubation; prediction of difficult airway using facial
images. It is important that clinicians understand how AI
solutions can be leveraged to deliver more efficient, safer
and cost-effective care.

There are many ethical, legal, and regulatory factors
that determine and constrain the financing and delivery of
healthcare in ways that may not apply to other commercial
products and services.

We will focus on the broad ethical issues that are
applicable to developing and using AI, particularly in
medicine. These include ethical frameworks that not only
guide medicine, but also the development and application of
AI.10,11 We will examine these issues especially in relation
to AI applications in anesthetic practice. Broadly speaking,
we ask the questions: Whether AI tools help or harm
patients or healthcare providers? Is the medical community
ready to accept the AI solutions? And whether these tools
perpetuate the social inequities?

2. Discussion

Autonomy, beneficence, non maleficence and justice are
the four cornerstones of medical ethics.12 The ethical
concerns can arise from multiple aspects of AI research
and deployment such as the nature and source of the
data, data collection methodologies, AI models design,
output interpretation and inappropriate use. AI solution
can have the unintended consequences like perpetuation
of systematic biases and discrimination towards under-

represented sections of society. In addition, there can be
broad social implications if the AI systems are intended to
replace humans at healthcare related jobs.

2.1. Consent and potential harm

AI models use large datasets, mostly from electronic health
records (EHRs) or digitised form of paper data, to produce
mathematical models that can prospectively interpret
complex multifactorial relationships. As an example, this
data may be used to develop predictive models to anticipate
adverse events and provide clinicians with sufficient lead
times to intervene. This can help in predicting and taking
actions in advance for the optimum outcome, for example,
advising the perioperative team of the volume and type of
blood product to order for a patient depending on the type,
duration and complexity of the procedure.13

Patients have the right to be know about the use of
AI in their healthcare, receive a full disclosure and be
able to provide informed consent. Ethical concerns arise
when patients are uncomfortable with AI assistance or are
unaware of AI involvement in their care.

The benefit to clinicians is that of clinical decision
support to supplement clinical judgement.14

2.2. Privacy and security of data

Hospitals, insurance companies and government
programmes generate huge amounts of data. That patients’
information, the quality of care received, outcomes and the
associated costs are also vast valuable data. Much of these
digital data is usable for analysis. A big general concern
here is about the privacy and security of digital data.
Healthcare data are sensitive and may have implications
for patients’ personal and professional life.15 The patients
may not consent to their data being used for algorithmic
training. In addition, there are jurisdiction specific laws
and regulations pertaining to the use and transmission of
healthcare data.

2.3. Introduction of bias and inequities

Bias can occur during almost any stage from data collection
to AI programing, data collection to model development.
AI systems are prone to biases namely historical bias,
representation bias, measurement bias, aggregation bias,
evaluation bias and deployment bias.16

AI algorithms are trained on data. Historically, healthcare
data is extremely male and extremely white. This historical
bias inherent to real world data cannot be overcome, even by
perfect sampling and randomisation. When such models are
applied to the final use population, it creates representation
bias. If the attributes differ across groups and lead to
differential performance, it gives rise to measurement
bias. For example, a model trained to predict myocardial
infarction when used in women may fail to predict,
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resulting in missed diagnosis. To mitigate aggregation bias,
developers need to identify and understand the distinction
between the groups and reasons why they are different from
each other.

AI fairness and unintended bias alluded to maybe a larger
problem in countries like India where health disparities exist
based on patient demographics, gender, and geographical
distribution.

Another example could be genomic data and precision
medicine. These databases represent European ancestry and
are missing population specific information particularly
from Asian and African populations. Therefore, genomic
test results for persons of non-European ancestry could be
less accurate and therefore, will have limited applicability
to Indian population.17

Deployment bias is the intersection of AI solution with
the general applicability, that is, how society or the medical
community uses the AI solution and derives its output. For
example, algorithms for predicting whether an individual
should receive a spinal cord stimulator for chronic pain may
be biased towards those who are able to access and afford
this expensive procedure.

AI models typically do not include social factors
such as income, education, or social standing. These
factors are well-known to have strong effects on hospital
admissions and other long term health outcomes. Vulnerable
populations such as the poor, people with disabilities, and
people from far away geographical regions tend to incur
disproportionately high healthcare costs. That could be
because these populations are sicker when they do seek
healthcare or because they have low access to medical
care. AI models analyze insurance claims, health records to
predict which of its patients are likely to incur the highest
cost of care over the next year.

The deployment of this model is biased when used to
predict healthcare need instead of health care cost. This
deployment bias may also result in a rural or a low socio-
economic group patient needing to be almost twice as sick
as an urban patient to qualify for the same beneficial care
program.18 This could also affect the insurance premiums or
simply the access to insurance. Models need to distinguish
patients that incur high costs from patients that are sicker or
have more medical needs so that a large vulnerable section
is not denied the care they deserve.

The predictions based on theses systematic errors
become a self-fulfilling prophecy and perpetuate the biases
in further studies.

2.4. Algorithmic fairness

AI solutions must not propagate inequities. We must take
a view of AI fairness in terms of justice that centers on
the health and lives of people, not the outputs alone.19 AI
solutions that use datasets that are under representative of
certain groups, may need specific training data to improve

decision-making and identify and reduce unfair results.
Classification parity asks for equal predictive performance;
Anti-classification requires the exclusion of any protected
attributes in the outcome modeling. It is not always possible
to exclude the “protected attributes” (like gender, ethnicity)
as they may be essential for correct prediction, and reporting
these is required for maintain transparency of AI models, as
we will discuss later.

If an AI model is used to triage high-risk patients, poorly
calibrated risk estimates will lead to false expectations. For
instance, proposed models for triaging trauma patients for
resuscitation can be in direct conflict with the fundamental
rights of the individuals. If an AI model predicts poor
outcome based on age or co-morbidities, should the
clinician stop the resuscitative efforts?

In medical research, the available data rarely reflect
the variable of interest. Hence, much of our research
is by proxy. For instance, using race as a proxy
for genetic ancestry to explain difference in disease
prevalence or severity. Proxies are imperfect; this introduces
the possibility of systematic error (thereby violating
beneficence and nonmaleficence). When the possibility of
systematic error is introduced, there’s always the possibility
of discrimination, and as discussed, leads to negative
consequences for certain patient groups.

2.5. Lack of transparency

Machine learning models are constantly changing and
updating themselves based on the data on which they are
operating. Machine learning operates in a sort of black
box, which lacks clinical explanations and accountability.
It is often difficult to predict how AI is arriving at its
decisions. Clinicians are reliant on technologies believing
them to be safe and effective for use on their patients.
There are very few standards or regulations for evaluating
safety and effectiveness of AI based products. Should the
clinicians and healthcare providers be held ethically and
legally responsible for the decisions that may be informed
by AI?

Most machine learning studies do not report the
demographic breakdown of the training data used to develop
and train their models. Some may argue this is to promote
algorithmic fairness. It thus, becomes exceedingly difficult
to evaluate the bias and fairness, and its applicability
across populations. In an analysis, looking at reporting
of demographics and population representativeness in AI
research, race and ethnicity of data sample were not reported
in 64% studies, gender and age were not reported in 75%
of the studies, and social economic status was not reported
in over 90% of the studies.20 Detailed information on the
data used to develop and train the model are necessary for
unbiased and appropriate application of the AI solution.

The MINIMAR (Minimum information for medical AI
reporting) has been proposed as a solution for transparent
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reporting.21

2.6. Regulatory concerns and human oversight

Physicians have as fiduciary responsibilities and are
ethically bound to serve the best interests of their patients.22

They rely on a lot of other support systems to serve the
best interests of their patients. For example, clinicians rely
on researchers, scientists, and scientific societies to provide
valid evidence to support and guide clinical practices. The
regulatory systems to evaluate drugs and devices and the
certification systems to evaluate hospitals and laboratories
are also critical. As of now, there is no regulatory guidelines
and clear directives on the responsibilities of physicians in
the context of AI use to influence clinical decision making.
The clinicians use their own judgement without directives.
It will be necessary to modify and evolve the current ethical
frameworks pertaining to patient confidentiality and the
fiduciary duty clinicians have toward their patients as such
systems become commonplace in clinical practice.23

Recently, some regulatory authorities have approved
the clinical use of devices that incorporate machine
learning algorithms for nerve identification during regional
anesthesia. The ScanNav Anatomy Peripheral Nerve Block
system, NerveBlox and NerveTrack are being considered
for clinical practice.24 There exists probability of medical
harm associated with the use of AI solutions. This type
of harm could come from medical error in diagnosis or
treatment, or from undertreatment or overtreatment.

Maintaining human oversight in AI-assisted anesthesia
is essential to avoid over-reliance on AI systems and to
ensure that clinical judgment remains central to patient care.
The use of AI predictions for depth of anesthesia or target
controlled infusions are as good as the data they have, which
may in turn be influenced by the patient condition and
human factors. Every patient has their own set of challenges
and thus anesthesia is highly individualised. Blanket use of
AI models may be inappropriate in every scenario.

2.7. Competing interests and ownership of data

While clinicians and health care organizations are trying to
serve the best interests of their patients, they have interests
of their own and are subject to conflicts.20 There are
financial interests and intellectual interests. The healthcare
system being an economic and commercial entity might
prioritize cost effectiveness even though the physician is the
one dispensing the care.

The specific health data belongs to the patient and its
physical form belongs to the healthcare organisation. The
questions then need to be addressed like who owns the
data, the traceability of specific data elements from each
individual patient into the “big” datasets, and where does
patients’ rights to privacy stand?

Data sets, involving image or biopsy interpretations,
clinical interventions, may also reflect the significant
intellectual contributions of clinicians. The subsequent work
to curate this data and develop an algorithm certainly adds
value to this raw data, but not all the value. How should
we adjudicate claims regarding the value of the data, the
value of each individual’s data contribution to aggregate
dataset, the value of the intellectual contribution from each
provider and the pricing of the AI system? Should the
clinicians who provided the intellectual contribution or
the patients’ whose data was used to train the models be
compensated? There has also been ongoing patient activism
for inclusion in recognition for specimen contribution to
scientific advances.24

2.8. Challenges to role of physicians

The introduction of AI in anesthesia challenges traditional
professional roles and responsibilities, raising questions
about job displacement and professional autonomy. There
is significant anxiety in the healthcare community to
implement AI systems without proper validation and
explainability. There is also concern about skill degradation.

AI systems risk becoming something followed either
blindly or poorly. The output from an AI system may take
on an unintended authority. Individuals who challenge an
AI-based recommendation have frequently been required
to provide significantly more robust evidence to refute
the recommendation than the evidence which the AI
recommendation was based on.25 This has been observed
in non healthcare contexts.

3. Conclusion

AI tools and clinical assessments have a common goal of
improving patient outcomes. Nevertheless, balance must
always be maintained. Not embracing the improvements
that new technologies could provide and only favouring
the traditional medical practices risks limiting the possible
benefits of this technological revolution for our patients.

There are more challenges and opportunities for fair AI
research. It is nearly impossible that one solution could
address all challenges. It is vitally important that an AI
model focuses on equity, meaning that each individual or
group is given the same number of resources, attention, or
outcomes. Many of these biases are systematic and we’re
often unaware they exist.

There are also many opportunities. The increasing
number of papers discussing bias in AI solutions related
to healthcare is evidence that we are forging a new path
for data-driven, evidence-based health care. Transparency
in reporting, deployment and use of AI solutions necessary
for populations to trust medical system, particularly where
AI is involved. The publisher of the New England Journal of
Medicine is introducing a new journal, NEJM AI, to identify
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and evaluate the applications of artificial intelligence to
clinical medicine. JAMA has a series of videos, podcasts
and series on AI. The key is to use AI in a way that does
benefit all groups, which requires thoughtful evaluations and
human interpretations.
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