
39ijif.netInternational Journal of Insurance and Finance. 2021, 39-49

Determinants of Credit Risk in the Turkish Commercial 
Banking Sector:  New Findings

Kaşif Batu TUNAY
İlyas AKHİSAR

ORIGINAL ARTICLE

Authors Notes:
Correspondence
Marmara University School of Banking and In-
surance, Capital Markets Department,
ORCID ID: 0000-0002-9040-5831.
batu.tunay@marmara.edu.tr, 

Kocaeli University Faculty of
Economics and Administrative Sciences,
Business Administration Department,
ORCID ID: 0000-0001-7988-0183.
İlyas.akhisar@kocaeli.edu.tr,

2021. International Journal of Insurance and Finance published by Sivas Soft Informatics Limited Company.

Abstract
The commercial banking sector is the most 
important part of the financial system and in 
particular the banking sector in Turkey. The 
high credit risk exposure of commercial banks 
is so significant that it can endanger the stabi-
lity of the banking system. In the study, bank-
specific and macroeconomic determinants of 
credit risks of commercial banks were analy-
zed. The empirical analysis covers 23 com-
mercial banks operating in the Turkish Ban-
king Sector in the period of 2010-2020. The 
determinants of credit risk are modeled in 
line with the findings of international empirical 
studies. In this context, a dynamic panel data 
model covering bank-specific and macroeco-
nomic variables was estimated with the help 
of alternative estimators. The findings show 
that both bank-specific and macroeconomic 
variables have strong effects on credit risk.
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1. INTRODUCTION

The credit risk is one of the most important fundamental risks in the banking sector. For this reason, it is a 
frequently discussed subject in the banking literature. However, after the 2008 global crisis which showed 
the potential of credit risk to produce important and widespread crises, it is seen that the studies in this 
field increased significantly. The studies carried out aim to guide the efforts for the correct and effective 
management of credit risk.

The increase in the ratio of non-performing loans to total loans indicates that borrowers have repay-
ment problems. When this problem becomes widespread, it is likely that the banking sector will face seri-
ous losses. As the deterioration in the credit portfolios of banks is a serious source of systemic risk, they 
are closely monitored by the supervisory and surveillance authorities. The rapid growth in loan portfolios 
observed during the economic expansion periods, may pose serious risks when the repayment rates dec-
rease the economy begins to contract. In the applied banking literature, non-performing loans are used as 
the main indicator of credit risk. The non-performing loan rates are closely monitored by the supervisory 
and surveillance authorities, and care is taken to keep them within certain limits. This depends on the 
effective management of loan portfolios by considering modern risk management techniques, as well as 
taking strict legal measures to limit bank loan operations.

The findings of empirical studies in the international literature have revealed that credit risk has bank-
based and macroeconomic determinants. It has been determined that variables such as the size of the 
banks analyzed on the basis of the sector in which the banks operate, the level of use of the leverage 
effect, the capital structure, the profitability ratio, the liquidity and the provision levels are important. As for 
macroeconomics, inflation, growth rate, unemployment, exchange rate and interest rate developments 
affect credit risk. Developments in the past have shown that credit risk may increase even if the credit 
management of macroeconomic factors is effective. That’s due to the fact that such variables directly or 
indirectly affect almost all bank-based variables. For example, sharp changes in interest rates will affect 
not only loans but also many factors such as market share, cost and profitability. For this reason, it is of 
great importance to analyze the interactions between bank loans and macroeconomic variables on the 
basis of credit risk in order to take effective measures. As well as determining which macroeconomic 
variables are more effective on credit risk, it is also extremely important to determine which banks in the 
sector are more exposed to the macroeconomic credit risk.

Based on the above determinations and evaluations, the main purpose of this study is to explain the 
determinants of the credit risk. It is also aimed to determine whether the credit risk shows persistence over 
time. Alternative dynamic panel data estimators were used in the econometric analysis.

2. LITERATURE REVIEW

2.1. International Studies and Findings

Within the framework of a credit risk model, the effects of macroeconomic variables on default rates be-
gan to be discussed in the late 1990s. However, after the 2008 global crisis, it is seen that the number of 
studies in this field has increased rapidly. Jakubik and Schmieder (2008), Ali and Daly (2010), Vogiazas 
and Nikolaidou (2011), Nkusu (2011), Louzis et al. (2012), Mileris (2012), Castro (2013), Yurdakul (2014), 
Chaibi and Ftiti (2015), Gosh (2015), Manab et al. (2015), Misman et al. (2015), Zhu et al. (2015) are the 
authors of some of these studies.

Among the listed studies, Ali and Daly (2010), Jakubik and Schmieder (2008), Vogiazas and Nikolai-
dou (2011), Mileris (2012), Yurdakul (2014), Manab et al. (2015), Zhu et al. (2015) differ from the others 
due to the different analysis methods which they use. Other studies analyze the components of the credit 
risk with linear and dynamic panel data models, using single or multiple country samples. By using the 
stress tests, Jakubik and Schmieder (2008) determined that the growth rate of GDP in the Czech Republic 
and Germany and the credit-to-GDP ratio, affect the default rates of corporate loans. In addition, it has 
been observed that these variables also have an effect on the non-performing loans of households.

Ali and Daly (2010) tried to develop a country-level understanding of credit risk modeling in the context 
of Basel II capital adequacy standards. In this context, they questioned the interaction between the cycli-
cal implications of aggregate defaults and the banks’ capital stocks in an economy. For this purpose, they 
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developed a macroeconomic credit model and performed a scenario analysis. They made a comparative 
analysis based on the examples of Australia, which was not affected by the global crisis, and the USA, 
where the crisis was experienced with all its severity. Based on the finding that negative macroeconomic 
shocks are effective in both countries, they investigated which macro variables have the greater potential 
to cause such shocks. Their findings indicate that GDP, short-term interest rates and total public debt are 
the most influential variables on loan default rates.

Vogiazas and Nikolaidou (2011) and Yurdakul (2014) showed that macroeconomic variables are ef-
fective on credit risk by using various time series analysis methods. Analyzing the Romanian banking 
system, Vogiazas and Nikolaidou (2011) determined that variables such as investment expenditures, 
inflation, unemployment, the ratio of external debt to GDP and M2 money supply affect credit risk. Yur-
dakul (2014), on the other hand, examined the long-term effects of macroeconomic variables such as 
inflation rate, interest rate, stock index, exchange rate, growth rate, money supply, unemployment rate 
on non-performing loans. In these studies, it has been determined that increases in variables such as 
the growth rate and stock index, which generally represent the expansion in the volume of an economic 
activity, reduce the credit risk. On the other hand, it was observed that increases in other variables lead 
to an increase in the credit risk. In addition, in Yurdaul’s study, it was determined that credit risk showed 
a significant historical dependency.

Mileris (2012) examined a large sample covering 22 European Union countries and used analysis 
methods such as logistic regression, factor analysis and probit model. He determined that the credit risk 
in these countries is seriously affected by macroeconomic changes. Manab et al. (2015) analyzed credit 
risk with a data set of companies whose shares are traded in Malaysia. Credit risk has been analyzed on 
the basis of efficiency and productivity, and it has been observed that liquidity ratio, efficiency ratio and 
profitability ratio are important risk components. Zhu et al. (2015) analyzed commercial banks operating in 
China and examined the relationship between their efficiency and productivity and non-performing loans. 
It was observed that the increase in non-performing loans decreased the efficiency of banks.

Nkusu (2011), Louzis et al. (2012), Castro (2013), Chaibi and Ftiti (2015), Gosh (2015), Misman et al. 
(2015) analyzes based on linear and dynamic panel data methods. Except for Louzis et al. (2012) who 
examined the Greek banking system, Gosh (2015) which analyzes the credit risk on the basis of states 
in the USA, and Misman et al. (2015) which analyzes the credit risks of Islamic banks in Malaysia, the 
others are studies that cover many countries. The most important common feature of these studies is that 
they prove that credit risk is affected by macroeconomic variables through different samples. However, of 
course, the macroeconomic variables that affect the credit risk differ due to the different structural charac-
teristics of the countries that make up the samples. Nevertheless, some important common observations 
can be made. The development of the volume of economic activity reduces the credit risk, and the credit 
risk increases rapidly after the possibility of economic contraction appears. Therefore, developments such 
as growth, increase in stock prices and moderate increase in inflation rates, decrease in unemployment, 
interest rates, budget deficits and public debts (domestic and foreign) will contribute to the decrease in 
credit risk. Developments in the opposite direction will increase the credit risk.

Among them, Louzis et al. (2012) and Chaibi and Ftiti’s (2015) studies differ from others in terms of the-
ir findings. Both studies consider both bank-specific and macroeconomic components of credit risk. Lo-
uzis et al. (2012) handled each loan group separately as consumer loans (consumer loans), commercial 
loans (commercial loans) and housing loans (mortgages). It has been shown that credit risk in the Greek 
banking system is affected by GDP, unemployment, interest rates and public debt, as well as the quality 
of management on a bank basis. It has been determined that the effects of macroeconomic variables in 
different loan categories vary numerically. Among others, it was determined that housing loans gave the 
lowest response to macroeconomic variables. These last two findings are particularly important as they 
show that credit risk should be analyzed on the basis of different loan types.

The study of Chaibi and Ftiti (2015), which analyzes the components of credit risk through France 
and bank-based German financial systems is interesting. The study is based on the assumption that 
macroeconomic and bank-specific variables are effective on credit quality and that these effects vary in 
different bank systems. Loan loss provisions, inefficiency, leverage, non-interest income, size and ROE 
are taken into account as bank-specific variables. As macroeconomic variables, inflation, GDP growth, 
interest rates, unemployment, and exchange rates are taken into account. It has been determined that 
the ones other than inflation affect the credit risk in both countries. It has been determined that credit risk 



International Journal of Insurance and Finance42 TUNAY and AKHİSAR

is more sensitive to bank-specific components in France, which is a market-based financial system. This 
is an extremely important finding as it shows that the credit risk components change in different systems.

It has been frequently discussed in the literature that Islamic banks were less affected by crises than 
traditional commercial banks in the post-crisis period, and therefore could be an alternative to the current 
system. Islamic banks that do interest-free banking are also open to default risk. Misman et al. (2015) 
study shows that bank-specific factors strongly influence credit risk in Islamic banks. Factors such as 
financing quality, capital ratio, and the ownership structure of the bank were also found to be important in 
terms of the credit risk of these banks. The importance of these findings is that they show us that alterna-
tive banking applications are open to credit risk and that credit-based crises are likely to occur in almost 
every bank system.

2.2. Findings of National Studies

It is observed that applied studies on credit risk are increasing gradually in Turkey. Ayanoğlu and Er-
türk (2007), Kavcıoğlu (2011), Budak and Erpolat (2012), Koçyiğit and Demir (2014), Tunay (2011 and 
2015), Genç and Şaşmaz (2016), Akhisar and Tunay (2017), Çetinkaya (2019), Kabataş and Karamus-
tafa (2019), Yüksek (2019), Tunay et al. (2021) are some of the studies conducted in this area. From the 
studies listed, it approaches credit risk from different dimensions. For example, the studies of Ayanoğlu 
and Ertürk (2007) and Koçyiğit and Demir (2014) deal with the credit risk measurement and management 
approach outlined in the Basel II consensus. Kavcıoğlu (2011) evaluated alternative credit risk manage-
ment techniques in terms of their strengths and weaknesses in practice. Other studies are on modeling 
and forecasting of credit risk with various econometric analysis methods.

Ayanoğlu and Ertürk (2007) discussed contemporary credit risk management within the framework of 
Basel II, based on traditional and contemporary risk management approaches. In this context, they analy-
zed the credit risks of companies listed on the İMKB using the factor analysis method. It has been deter-
mined that the liquidity ratios of the companies are the most effective factor on the credit risk, followed by 
the ratios reflecting the asset turnover rate and resource structure. On the other hand, Koçyiğit and Demir 
(2014) examined the change in credit risk of a large-scale bank on a quarterly basis. They have determi-
ned that the credit risk of the bank they are analyzing with is measured and directed in accordance with 
the standards stipulated by Basel II. This is an important finding, at least in terms of showing that large 
banks manage their credit risks within the framework of Basel II.

For an effective credit risk measurement, it is necessary to develop measurement models that will 
reflect possible problems with a proactive point of view. In this context, the studies of Budak and Erpolat 
(2012) and Tunay (2012) are important. Budak and Erpolat discussed a model based on predicting the 
payment behavior (payment or non-payment) of banks’ loan customers. As a result of the analyzes ba-
sed on artificial neural networks and logistic regression techniques, they concluded that artificial neural 
networks are more successful in predicting the regular payment habits of loan customers. Tunay (2012), 
on the other hand, analyzed the default risk using the Kalman filter. In the created state-space model, the 
credit risk was taken as the unobservable variable and it was estimated using the Kalman filter based on 
the observable variable, the credit spread. The results show that the Kalman filter is quite successful in 
predicting the credit risk. The applied studies are important in showing that credit risk can be predicted 
with appropriate techniques.

Although the number is not high, some studies conducted in industrialized countries point to risk inc-
reases due to the fact that banks give more space to the loans of certain sectors in their loan portfolios. 
Tunay (2015) analyzed the concentration of sectoral loans opened by commercial banks in Turkey in the 
2002-2014 period and its effect on the credit risks of these banks. As a result of the analyzes made with 
linear panel data models, it was determined that there is a strong relationship between credit risk and 
sectoral concentration. In order to increase their profitability ratios, it has been observed that the risk of 
banks that give more credit to certain sectors in their loan portfolios has increased significantly. In this 
respect, it has been observed that foreign banks, which increase their share in the sector as the strength 
goes on, behave more aggressively and take higher risks compared to national banks.

In relatively new empirical studies, quite consistent results have been obtained. Genç and Şaşmaz 
(2016), with their time series analysis, determined that non-performing bank loans are affected by GDP, 
BIST-100 index, loan interest rates and real exchange rate. Accordingly, the BIST-100 index negatively 
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affects non-performing loans, while real exchange rate positively affects non-performing loans. Akhisar 
and Tunay (2017) showed that both bank-specific and macroeconomic variables have strong effects on 
credit risk. They observed that especially the contraction in the volume of economic activity and macro 
instability increased the credit risk.

Yüksek (2019) found that bank-specific factors have strong effects on credit risk. Accordingly, variab-
les such as capital adequacy, special provisions, non-interest income, liquidity risk, and return on assets 
affect credit risk. The findings of Çetinkaya (2019) are also consistent with those of Yüksek (2019). Çe-
tinkaya (2019) determining that credit risk is mostly affected by bank-specific variables such as return 
on assets and equity, bank size, and net interest margin. Among the macroeconomic variables, it was 
determined that the GDP had the highest effect on the credit risk. Kabataş and Karamustafa (2019) 
analyzed the factors affecting the NPL ratio of consumer loans in banks. Their results showed that growth, 
unemployment and capital adequacy negatively affect the NPL ratio. On the other hand, variables such 
as inflation, interest rate, real exchange rate, return on assets and the ratio of loans to deposits have not 
been found to have a significant effect on credit risk. Tunay et al. (2021) analyzed how and to what extent 
credit risk is affected by macroeconomic variables. Their findings showed that credit risk is strongly affec-
ted by changes in inflation, growth, exchange rates and interest rates. Nominal interest rates and growth 
rate affect credit risk negatively and other variables positively.

3. ECONOMETRIC ANALYSIS AND FINDINGS

3.1. Analysis Method

Findings of international empirical studies identifiying the determinants of credit risk have shown that 
bank-based and macroeconomic variables are effective on credit risk. When the results of many different 
studies are examined, it has been observed that some variables explain credit risk more strongly than 
others. Explaining the credit risk through the bank-specific variables such as loan loss provisions (IIs), 
capital adequacy  or leverage ratio (lev), liquidity ratio  (liq), non-interest income (nii), return on equity 
(roe) and the relative size of the bank’s (the ratio of bank i’s assets to the sector’s total assets / rs). As for 
macroeconomic variables; inflation (inf), GDP growth rate (grw), unemployment rate (unem), foreign exc-
hange rate (fx), and the average deposit rate (int) was found significant. Again, in many of the empirical 
studies, it has also been observed that credit risk exhibits a strong historical dependence or persistence 
and therefore needs to be modeled dynamically. In other words, the set of explanatory variables should 
include their own delays. In the light of all these determinations, credit risk can be modeled as follows:

Credit risk will increase as the bank’s business size or trading grows, as the bank outsources more and 
as its profitability increases. Therefore, the relative size of the bank is expected to be positively correlated 
with leverage and return on equity (ROE). Since the liquidity of the bank may change periodically, the rela-
tionship between credit risk and these variables may be positive or negative periodically. Credit provisions 
will be increased by the bank’s management as credit risk increases. Therefore, provisions and credit risk 
are expected to have a negative relationship. However, due to the Basel II and III accords and other legal 
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requirements, high provisions have become mandatory for all banks, and the relationship between credit 
risk and provisions has been differentiated. For this reason, the direction of the relationship between the 
two variables is open to the effects of periodic changes depending on the decisions of the legal authoriti-
es. In other words, this relationship, which is expected to be positive, may also be negative periodically.

Banks’ loan volumes are in a strong positive relationship with the volume of an economic activity. In 
this respect, since the growth in GDP and the increase in inflation within certain limits and the decrease 
in unemployment indicate that the economy has revived and the volume of general economic activity 
has expanded, the credit volume will also increase. In such expansion periods, non-performing loans 
decrease and credit risk falls. Therefore, credit risk is expected to be negatively related to inflation and 
growth and positively related to unemployment. Apart from the moderate exchange rate and interest rate 
changes during growth periods, credit risk will be positively affected by excessive increases in interest 
rates and exchange rates.

Due to the dynamic nature of the model to be analyzed, it was preferred to use the dynamic panel 
data method in the estimation process. In the literature, the estimation approach based on the two-stage 
generalized method of moments (GMM) developed by Arellano and Bond (1991) is frequently used in 
similar analyzes. However, it is seen that system dynamic panel data models developed by Arellano and 
Bover (1995) and Blundell and Bond (1998) are used in more recent studies in the fields of banking and 
insurance. System dynamic models are also based on the two-stage GMM estimator, but by their nature 
they have superior estimation properties than the first generation dynamic models.

System dynamic models are considered ideal for datasets that contain a large number of cross-
sections but have a relatively short time dimension. While the familiar Arellano-Bond (1991) method 
produces biasing results in such datasets, system dynamic models eliminate this bias problem and give 
robust results. In order to ensure that consistent estimations are made with this method, it is necessary 
to prove that there is no second-order autocorrelation in the error terms and that the instrument variables 
are valid (instruments validity). For this, the Arellano-Bond test, which tests the null hypothesis that there 
is no second-order sequential correlation, and then the Hansen test to test the validity of the instrumental 
variables should be applied (Roodman, 2006, 2008). In the study, diagnostic tests will be carried out with 
the mentioned tests. The estimation process in dynamic models is based on one-stage or two-stage GMM 
estimators. In this respect, in dynamic models, in addition to the variables in the model, there is also a set 
of instrumental variables. The instrumental variables can consist of lags of the dependent variable and 
lags of difference, explanatory variables, and dummy variables.

3.2. Data set

The bank-specific data used in the study were obtained from the official website of the Banks Association 
of Turkey, and the macroeconomic indicators were obtained from the official website of the Central Bank 
of Republic of Turkey. Annual data covering the period of 2010-2020 of 23 commercial banks operating in 
the Turkish Banking Sector were used and a sample containing 1771 observations was created, except 
for macroeconomic variables. When macroeconomic variables are added, the total number of observati-
ons is 3036. The names of the commercial banks in the sample are presented in Table 1, and the variab-
les used in the analyzes and their explanations are presented in Table 2.

Table 1.
Commercial Banks in the Sample
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Table 2.
Variables Used in the Study and Their Definitions

B.A.T. – The Banks Association of Turkey, C.B.T. – The Central Bank of Turkey.

3.3. Results

In the first stage of the analysis, the structure of the variables was analyzed. In this framework, descriptive 
statistics and correlation coefficients were calculated, respectively. The descriptive statistics of the vari-
ables are presented in Table 3 and the correlation coefficients in Table 4. With the help of the correlation 
coefficients matrix, the interrelationships between the variables were evaluated. When these are exami-
ned; although credit risk is higher with bank-specific variables, it has been observed that it exhibits strong 
relationships with almost all variables. Apart from this, strong relations between macro variables such as 
bank-based variables were determined.

Table 3.
Descriptive Statistics



International Journal of Insurance and Finance46 TUNAY and AKHİSAR

The second stage of the analysis is the estimation of the model numbered (1). In this context, both the 
Arellano and Bond (1991) estimator and the two-stage system estimator based on the work of Arellano 
and Bover (1995) and Blundell and Bond (1998) were used. The estimation results are presented in Tab-
le 5. In the estimation process, first the reference model including all the variables was estimated, and 
then the meaningless variables were step by step eliminated to reach the refined model. In Table 5, the 
estimations of both the reference model and the refined model are seen together. According to the Wald 
test results, the general significance of the models is high, and the Sargan test results show that the set of 
instrumental variables selected in the models is appropriate. However, the results of the Arrellano-Bond 
test indicate that there is a problem of autocorrelation, especially in the residuals of the estimates made 
with the system estimator. Accordingly, the findings obtained with the system estimator should not be 
given much credit.

Leaving aside the statistical significance of the estimates, it is seen that the credit risk is strongly af-
fected by both bank-specific variables and macroeconomic indicators. In addition, credit risk also shows a 
strong historical dependence, since its own lag is significant. It has been observed that there is a positive 
relationship between loan loss provisions, liquidity and profitability and credit risk among the bank-specific 
variables. Leverage rate and non-interest income, on the other hand, affect credit risk negatively. There 
is no definite finding on whether the size of the bank is related to the credit risk or not.

It is not surprising that these two variables have a positive significant relationship, as the loan loss pro-
visions are increased due to credit risk. Similarly, as the profitability of banks that take higher credit risk 
increases, it is expected that ROE and credit risk will interact positively. The positive relationship between 
credit risk and liquidity is not clear. Since the liquidity positions of banks and their credit processes are 
not related, the difference between these two variables can only be established in terms of liquidity risk. 
These two risks may interact positively, as the liquidity risk, as well as the credit risk, will increase in banks 
that follow more risky managerial strategies. On the other hand, since net interest incomes may decrease 
in banks with increased credit risk, a negative interaction between these variables can be expected. The 
interaction between leverage and credit risk is somewhat more complex. Normally risky management 
strategies increase the use of leverage, as does credit risk. However, due to increasing capital adequacy 
practices in recent years, the use of leverage has decreased and the relationship between these two va-
riables has also changed.

 
Table 4. 
Correlation Coefficients Matrix
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Table 5. 
Estimation Results of Dynamic Panel Data Model

(***), (**) and (*) indicate that the test statistics are significant at the 1%, 5% and 10% levels, respectively.
 
The results show that most of the macroeconomic indicators have strong effects on credit risk. Unemp-

loyment was not found to have a significant relationship with credit risk. In particular, inflation and inte-
rest rates were found to be significant in all forecasts. However, the interactions of these variables with 
credit risk are different. Interest rates, as expected, positively affect credit risk. Nevertheless, contrary to 
expectations, it has been determined that the inflation rate affects the credit risk negatively. This can be 
attributed to the effect of inflation on purchasing power. High inflation rates favor loan borrowers as they 
cause debt to fall in real terms until maturity and encourages repayment of loans. Therefore, inflation may 
negatively affect credit risk.

It has been observed that exchange rates and growth rate increase the credit risk. Exchange rate inc-
reases can make it difficult to repay commercial loan debts by both increasing input costs in production 
and pushing economic units to reduce their expenditures. On the other hand, the increase in the growth 
rate will encourage the increase in loans, and the credit risk will increase in parallel with the increasing 
loans.

The obtained findings are quite different from the results of previous experimental studies in this field. 
For example, Akhisar and Tunay’s (2017) study found that all variables except non-interest income and 
growth affect credit risk. However, the findings of this study show that net interest incomes affect credit 
risk negatively and growth positively. On the other hand, no significant relationship was found between 
credit risk, bank size and unemployment rate. The difference between the findings of the two studies can 
be attributed to the change in dynamics, especially economic conditions, affecting the banking sector over 
time. Factors such as the gradual deterioration of macro balances after 2017, the decrease in the number 
of banks in the system due to mergers and withdrawals from the sector changed the variables affecting 
credit risk and their interaction levels. What hasn’t changed is that credit risk still has a strong persistence. 
New findings indicate that exchange rates and interest rates have strong positive effects on credit risk.

4. CONCLUSION

In this study, bank-specific and macroeconomic variables that determine the credit risk of commercial 
banks in Turkey were investigated. In the experimental analysis, data compiled from 23 commercial 
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banks in the 2010-2020 period were used and predictions were made with dynamic panel data models. 
Alternative estimators were used in the estimation process, and in this context, Arellano-Bond and system 
estimators were preferred. Although the system estimator is a more effective analysis method, it has not 
passed the diagnostic tests; It was determined that the results obtained with the Arellano-Bond estimator 
were more robust.

The results of the analysis showed that bank-based variables and macroeconomic variables explain 
credit risk in general. This is consistent with most of the previous studies in the literature. However, the 
main difference from previous works is gathered in two points. The first of these is that some of the vari-
ables found to be significant are different from those in previous studies. The second is the differences in 
the interactions of the variables found to be significant. In other words, some variables have been found 
to affect credit risk positively in previous studies, but in our study, it was seen that there were some ne-
gative interactions. Of course, the reverse is also true. These changes were attributed to the volatility in 
the economy and the banking sector, along with the change in the sample period. Recently, the number 
of commercial banks in the sample has decreased due to reasons such as mergers and acquisitions and 
withdrawals from the sector. In addition, the deterioration in economic conditions after 2017 pushed banks 
to operate in a more difficult environment, causing the risks they were exposed to and the factors affecting 
them to be changed.

Our findings show that loan loss provisions, liquidity and profitability positively affect credit risk. Capi-
tal adequacy or leverage ratio and non-interest incomes affect credit risk negatively. There is no definite 
finding on whether the size of the bank is related to the credit risk or not. On the other hand, it has been 
observed that most of the macroeconomic indicators have strong effects on credit risk. It was determi-
ned that only unemployment was not significantly associated with credit risk. Inflation and interest rates 
strongly explain credit risk in all estimates, albeit in different directions. As expected, interest rates affect 
credit risk positively, while inflation affects it negatively. This was attributed to the effect of inflation on 
purchasing power. Due to the increasing inflation rates in the sample period, the real value of the loan 
debts decreases until the maturity date. This development, which is in favor of borrowers, encourages the 
repayment of loans and has a negative impact on credit risk. It has also been observed that exchange 
rates and growth rate increase the credit risk. These results are attributed to the interaction of credit risk 
with economic activity and the exchange rates that affect it.

To sum up, our findings differ somewhat from the findings of previous studies. The main reason for 
this is that the analyzes were made in a process where the economic and financial balances gradually 
deteriorated, albeit with similar variables. This is important in terms of showing the sensitivity of credit risk 
to the economic situation.
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