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ABSTRACT 

A novel method for fusion of images with multiple exposure is proposed in this 

paper. Synchrosqueezing transform which gives more concentrated representation of a 

given signal. which is used for analyzing 1D signals are extended to 2D signals like 

images and further they are used for applications like multi-exposure image fusion 

where various images of a particular scene with different exposure is fused to produce 

an image with better exposure than all the input images given. Curvelet based 

synchrosqueezing transforms are used when the domain is changed from 1D to 2D. The 

numerical results show the proposed method produced an image which has better 

exposure and quality than all the input images given. 
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1. INTRODUCTION 

It is very familiar that a signal can be modeled or analyzed by using various transforms. A 

transform is a method which converts a raw signal to a processed signal. Various commonly 

used transforms include Fourier transform, Short Time Fourier transform (STFT), Continuous 

wavelet transform and so on. While dealing with Fourier transform one know that it converts a 

signal to its frequency components or it decomposes a signal to various frequency components 

that makes up that particular signal. Even though it is widely used it has got a drawback ie. It 

is applicable only for stationary signals. And thus, for signals like non stationary signals we can 

employ STFT –short time fourier transform. 

STFT is a window-based approach which analyze a given signal by splitting it into small 

regions, so that within that small region the non-stationary signal appears to be a stationary 

signal. But it has also hot a disadvantage that is it does not give time localization as well as 

frequency localization simultaneously. If one requires more precision on time some 

compromise has to be made in frequency and if frequency resolution is required the time scale 

has to be compromised. And this is with respect to the Heisenberg’s uncertainty principle. 

In order to overcome with this issue wavelet transforms were introduced. 
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In a wavelet transform we use mother wavelets to analyze a signal. The mother wavelet can 

be changed with respect to scale as well as position by changing the scaling and position 

parameters of the mother wavelet. A mother wavelet can be represented as  

𝜑𝑎,𝑏(𝑡) =
1

√𝑎
𝜑(

𝑡−𝑎

𝑏
)            (1) 

All the above methods have its own advantages as well as drawbacks but still all the 

methods gives a time-frequency or time-scale representation of a given signal. By increasing 

the concentration of time-frequency representation gives a sharpened plot which gives a well-

defined explanation for our signal that has to be analyzed. And one such methods which are 

used to sharpen the time frequency representation include synchrosqueezing transform. (SST) 

[1][2]. 

It is a kind of reassignment method [3] which finally resulted in synchrosqueezing 

transform. Synchrosqueezing transform is thus a special kind of reassignment method which 

reallocates the coefficients which resulted from any operations like fourier transform, STFT 

and so on to a new scale. Mainly from time-scale to time-frequency. The entire energy along 

the signal willget concentrated on a single point or around a line across the signal. Since all 

energy is getting concentrated to certain points, hence the name synchrosqueezing. 

Synchrosqueezing can be performed by using either continuous wavelet transforms as well 

as short time fourier transform. Transform based on continuous wavelet transform was first 

developed and then the concept was extended to STFT. There is a good trade-off between 

choosing STFT and continuous wavelet transform (CWT) to perform synchrosqueezing 

transform. STFT based synchrosqueezing transform can handle a large or wide range of 

modulations with low frequencies and CWT based SST acts satisfactorily for higher 

frequencies. One of the main applications of SST is in the decomposition of multicomponent 

signals. This particular SST is further extended toan application in image processing i.e. To 

fuse different images of a single scene which has different exposure and produce a single image 

in which the exposure is even and all objects can be fully visible. The pattern of the paper is as 

follows: section 2 briefs on the application of STFT on image,section 3 deals with STFT based 

SST ,section 4 describes the application of SST for image fusion and finally section 5 gives the 

numerical results. 

2. APPLICATION OF STFT ON AN IMAGE 

The short time fourier transform is said to be a linear time frequency method which can identify 

the changes that occurred in a signal with respect to time. When comparing with fourier 

transform, fourier transform does not provide the time information of the frequency components 

present in a given signal. But the frequency information can be obtained when the signal is pre-

windowed and analyzed. In short during performing STFT the signal is divided into small 

sections using window functions and FFT is computed on each section. A Gaussian function 

can be a good choice for window. The STFT of a ID signal can be represented as: 

𝑋(𝑡) = ∫ 𝑥(𝑡)𝑤(𝑡 − 𝜏)𝑒−𝑗𝑤𝑡
∞

−∞
𝑑𝑡        (2) 

Similarly on applying STFT on a 2D signal i.e. let it be an image f(x,y). Then can be 

computed as: 

𝑋(𝜏1, 𝜏2) = ∬ 𝑓(𝑥, 𝑦)𝑤(𝑥 − 𝜏1, 𝑦 − 𝜏2)𝑒
−𝑗𝑤𝑥𝑒−𝑗𝑤𝑦𝑑𝑥𝑑𝑦

∞

−∞
  (3) 

Here w(t) is the window used. A Gaussian window with a width σ can be represented as: 

𝐺𝜎(𝑥, 𝑦) =
1

√2𝜋𝜎2
exp (−

𝑥2+𝑦2

2𝜎2
)      (4) 
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A 15x15 window size can be opted. Always it is convenient to choose a window with 

smaller size since image will be stationary within that window. As the window size is larger 

signal will no longer be stationary. 

3. STFT BASED SYNCHROSQUEEZING TRANSFORM 

Synchrosqueezing transform was introduced as a special type of reassignment method. The 

coefficients resulting from various transforms are reallocated to a different point by taking into 

account the instantaneous frequency of each mode. Instantaneous frequency is similar to that 

of a fourier frequency. It represents the highest oscillating component or frequency in each 

mode. 

Usually CWT was the transform or the preprocess that was done inorder to perform 

synchrosqueezing. The short time fourier transform of a signal is computed. The coefficients 

obtained by using STFT is reassigned to a new point in time-frequency plane, which represents 

the instantaneous frequency of that particular signal. The instantaneous frequency from the 

coefficients can also be obtained by taking the derivative of the coefficients or by the equation 

that is used to find IF is as follows: 

𝑤𝑓(𝑎, 𝑡) =
1

2𝜋

𝜕

𝜕𝑡
𝑎𝑟𝑔𝑋(𝑎, 𝑡)         (5) 

i.e. the coefficients of X(t) is moved from (a,t) to (𝑤𝑓(𝑎, 𝑡), 𝑡). The equation 5 represents 

the instantaneous frequency at time t and it is filtered at frequency 𝜑. Once the coefficients are 

reallocated the SST is calculated at every interval of 𝑤𝑓(𝜑, 𝑡)= 𝜔 and it can be represented 

using the formula: 

𝑆𝑓(𝜔, 𝑡) =
1

𝑔(0)
∫ 𝑋(𝑎, 𝑡)𝛿(𝜔 −
0

𝑅
𝑤𝑓(𝜑, 𝑡))𝑑𝑎      (6) 

Here g is the window function which is used. 

4. APPLICATION OF SST FOR IMAGE FUSION 

So far SST was only applied to one dimensional multi-component signals where each mode 

present on the signal is extracted and analyzed. When moving to images we are extending the 

application of SST to a multidimensional domain, where each and every characteristics of a 

multi-dimensional data is analyzed. There may be different modes present for a single pair of 

points say (x,y). When dealing with 2D signals a simple approach was to combine 2D wavelet 

transform with synchrosqueezing transform and then find out the wave vector at each location. 

But for an image the components present in it can have different wave vectors at each point 

which is similar to a 1D signal. SST cannot distinguish the different components which share 

the same wave number and having different wave vectors. The reason behind this drawback is 

the isotropic property of the wavelet transform. 

To overcome this issue synchrosqueezedcurvelet transform (SSCT) shall be employed. 

4.1. Synchrosqueezedcurvelet transform 

A curvelet transform mainly depends on two parameters, the radial scaling parameter t as well 

as the angular scaling parameter s. it is given that both the parameters should satisfy 1 2⁄ < 𝑠 <

𝑡 < 1.[4], so that an accurate estimate of wave vector is obtained for a given wave number. 

When s=t then we can say the curvelet transform generally becomes a wave packet [5]. If we 

consider that we have a signal then the synchrosqueezedcurvelet transform can be performed 

by using the following steps: 
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1. Thecurvelet function or transform of a given signal is computed say let it be represented as 

𝑤𝑓(𝑎, 𝜃, 𝑏) 

𝑤𝑓(𝑎, 𝜃, 𝑏) = 〈𝑤𝑎𝜃𝑏 , 𝑓〉 = ∫ 𝑤𝑎𝜃𝑏(𝑥)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅0

𝑅2
𝑓(𝑥)𝑑𝑥           (7) 

Where a∈ [1, ∝), 𝜃𝜖[0,2𝜋), 𝑏𝜖𝑅2 and 

𝑤𝑎𝜃𝑏 = ∫𝑎
𝑡+𝑠

2
𝑒2𝜋𝑖𝑎(𝑥−𝑏)𝑒𝜃𝜔(𝐴𝜃𝑅𝜃

−1(𝑥−𝑏))
        (8) 

Here 𝐴𝜃 is the scaling matrix frowm which the value of a, which is the distance between 

the center of the curvelet and fourier domain is obtained. 

𝐴𝜃 = (𝑎
𝑡 0
0 𝑎𝑠

) 

And 𝑅𝜃 is the rotation matrix. 

𝑅𝜃 = (
𝑐𝑜𝑠𝜃 −𝑠𝑖𝑛𝜃
𝑠𝑖𝑛𝜃 −𝑐𝑜𝑠𝜃

) 

2.The support of 𝑤𝑓(𝑎, 𝜃, 𝑏) is then computed which separates each of the components present 

in the signal. 

3.For each b we can find an estimate of the local wave vector and is defined as  

𝑣𝑓(𝑎, 𝜃, 𝑏) =
∇𝑏𝑤𝑓(𝑎,𝜃,𝑏)

2𝜋𝑖𝑤𝑓(𝑎,𝜃,𝑏)
            (9) 

The wave vectors are estimated independent to the position b and if the coefficients with 

same 𝑣𝑓are reallocated to the same point then it gives a concentrated or sharpened 

representation of the signal. 

4. Thesynchrosqueezing energy is concentrated around 𝑣𝑓(𝑎, 𝜃, 𝑏)and thus the energy can be 

computed as: 

𝑇𝑓(𝑣, 𝑏) = ∫|𝑤𝑓(𝑎, 𝜃, 𝑏)|
2
𝛿 (𝑅𝑣𝑓(𝑎, 𝜃, 𝑏)) 𝑎𝑑𝑎𝑑𝜃      (10) 

5. Finally each modes present are decomposed. 

4.1.1. Curvelet on an Image 

When comparing fourier transform wavelet transform and curvelettansform, fourier transform 

it gives the time information of a signal in time. Wavelet transform gives well localized 

representation of a signal both in time as well as frequency. Fourier transform gives localization 

only in frequency. 

Curvelet transform is a higher dimensional generalization of wavelet transform. And it 

represents an image in various scales as well as angles. It handles discontinuities present in an 

image with perfection. The general curvelet transform is as represented in the figure 1. One of 

the main applications of curvelet transform is denoising of image. 

 

Figure 1 Curvelet Transform 
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The image is first segmented by using sub band decomposition which is then followed by 

partitioning which partitions those areas of the image which contains objects and those portions 

are further analysed using the ridglet analysis. Ridglet analysis is done by using the Radon 

transform. 

4.1.2. SynchrosqueezedCurvelettransform On Image 

 

Figure 2 Flow chart of SSCT on image 

The curvelet transform is applied on to the image and the coefficients obtained by using the 

synchrosqueezedcurvelet transform is then remapped into the energy clusters which were 

obtained. And it gives a concentrated representation of the important portions of the image. The 

remaining portions remains ingnored and those portions with better quality and information 

will get even highlighted. 

Once the forward transform is done then the inverse is obtained or the original image is 

reconstructed by performing the inverse operations. The flow chart of the entire process is given 

below in fig 2 

4.1.3. Multi Exposure Fusion 

Input images 

 

Figure 3. Fusion using SSCT in hsv domain 
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Once the synchrosqueezing transform is obtained the resulting image will have certain 

portions highlighted and other portions remain unprocessed. We have different images of an 

particular scene which has different exposure. Each image after processed will have different 

areas highlighted. A particular area which is been processed in one image may be ignored in 

other and the portion ignored in the first may be the portion considered in the second image.  

Thus all the images are further fused by considering only those portions which are 

considered and processed. 

In order to apply the synchrosqueezingcurvelet transform on image the image should be of 

2D in size. 

  Input images 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4 Image Fusion using SSCT in rgb domain  

 So in order to perform the transform on a colour image the image is first divided into 

different colour channels like red, green and blue and perform the operations separately an each 

channels separately perform fusion on each channel and finally combine the three channels 

together to get the fused image. All the images with different exposure is given as input to the 

block diagram. Also at the same time image can also be converted to hsv domain and perform 

the same operations on v and then finally combine the h,s and v channels together. Which are 

represented in fig 3 and fig 4. 

And the final output obtained will be the one which contained all the processed portions 

form all the images which produced a good quality which better exposure than all the input 

images. The fusion of the processed images can be performed based on wavelet fusion. 
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Apply SSCT to all 

images 

Apply SSCT to all 
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5. NUMERICAL RESULTS 

The proposed method was applied on a three sets of four images which has different exposure 

were the first image in every set is least exposed that is it is the darkest image and the brightness 

increases along the second and third images and finally fourth image is over exposed image 

were most of the portions on the image appears to be white. The simulations were done using 

the software MATLAB and results were obtained. 

The fused output images were obtained which contains neither darker portion as in every 

first image nor brighter portions as in image four. A perfect blend of four images were obtained 

in order to obtain the fused images.  

The various parameters that are used for the measure of quality of the output image obtained 

are: 

1. Entropy: The randomness of a given image is measured using entropy values. It is a useful 

measure in the terms of image coding. Entropy values shall be obtained with the help of 

histograms of the image as the histogram it gives probabilities of different grey levels. Entropy 

is also used for automatic focusing of a given image. 

Entropy was first defined by Shannon. Basically entropy is assumed as a measure which 

gives idea about the amount of information content present in the given image. Sometimes the 

content of information present in the image which is nothing but the entropy is interpreted as 

the uncertainty about the source of the information content.  

The state of intensity levels that a particular pixel in an image can handle or adopt can also 

be a definition for entropy. The entropy value can provide a better image comparison details 

and hence it can be used as a good performance analysis measure. 

2. PSNR: It computes the peak signal to noise ratio of an image say original image with a 

reference image. As the PSNR value is higher better will be the image. The first step to find the 

PSNR value is to compute the mean square error which has to be lower for better image quality. 

The PSNR value is calculated by using the maximum value of the pixels that is present in a 

given image. If the given image is a eight bit image then the maximum pixel value is 225.  

When applied to a color image the PSNR is calculated in the same way as of a gray scale 

image. But the only difference is that the MSE value is calculated by taking the difference 

between values in each if the color channels that is red channel, blue channel and green channel. 

That is the image is converted to different color spaces and then PSNR is obtained. 

3. MSE: Mean Square Error compares the difference between two images say one the reference 

image and the other original image directly by computing the variations in the pixel values. For 

an image which has good quality the MSE value must be lower and almost close to zero. The 

spectral quality if the fused image is indicated by using the MSE value. 

Image compression quality can be analyzed by using MSE value. It computes the two error 

metrics one that of the compressed image and the other the original image which we have. In 

other words it can be defined as the sum odf the squared error between the two images which 

is used for comparison. 

Usually the value of PSNR and MSE value are analyzed. For an image which is 

reconstructed form some other input images the the PSNR value has to be higher for the 

reconstructed image and the MSE value must be lower for the image to have better quality. So 

we need to analyze whether the image reconstructed have lower MS value and higher PSNR 

value. 

4. SSIM: Structural similarity index measure it compares two images and gives the difference 

between the two images. It is one of the full reference method. As defined it compares two 

images one the reference image which is assumed to have perfect quality and other the original 
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image or here let it be the fused image. It is one of the image quality assessment method. It was 

introduced to improve the other traditional methods like PSNR, MSE etc. SSIM is a perception 

based method. It compares the structural difference occurred in an image with respect to a 

reference image. Structural information in other words shall be defines as the strong inter 

dependencies between the pixels present in the image. 

5. CC: Correlation Coefficient is a measure which gives the relationship that exist between two 

quantities. When considering the image each and every pixel present in the given two images 

are compared and the correlation between them are obtained. So that this measure can be used 

to find the measure of difference between the two images compared. The highest value it can 

take is 1 and the lowest value is 0. The correlation coefficient having a value 1 represents that 

the images compared are entirely different and the lowest value shows that the images compared 

are similar. 

Certain benefits of using Correlation coefficient include, it finally gives a single scalar value 

which represents the difference or comparison between two images and the scalar value say r 

is not sensitive to variations in brightness as well as contrast occurring across the images. 

Correlation Coefficient (CC) and SSIM can be defined as image recognition methods. 

5. SSIM and Correlation Coefficient values even though different variables somehow, they 

share the same meaning and either one can be employed. Hence SSIM value is used here. 

The quality of the output was verified based on visual analysis as well as by obtaining the 

entropy of each of the input images as well as that of the output image. PSNR value MSE, CC 

and the similarity index value (SSIM) of each of the input and output images was also obtained. 

All the results obtained are illustrated on the table 1 ,2,3,4,5,6 and 7 and fig 5c,6c and 7c given 

below.  

Entropy represents the randomness of the pixels and it represents the amount of information 

present in the given signal the case here is the image.  

SSIM represents the similarity between two images. Its gives on measure of an image 

degraded from other. Unlike other measures ssim gives a visual structure of an image. The 

highest ssim score that can be obtained is 1 and a score of 1 denotes the images are similar. The 

ssim values are displayed in table 7.  

Each of the input images are compared with the output image and the value obtained shows 

that the input and output images are entirely different. 

By analyzing the table it can be concluded that the obtained output image has got a better 

quality on the grounds of entropy as well as psnr that the input images and also has obtained 

better exposure than the input images. SSIM values as wll as the correlation coefficient values 

shows that a new image is produced from the input images given. 

The figure 5.a, b figure 6a, b and 7a, b shows the input and output images obtained. 

Image set 1 

Image set one has four set of images of a house taken at different period of time. As can be seen 

the first image is darker and most of the portions appears black in color. And the brightness or 

the exposure of the image increases as we move towards the forth image. It can be seen that the 

forth image is over exposed and most of the portions appears white in color. 

All the four are fused using the proposed method and the portions visible in all the images 

are combined together. That is a portion which is visible may not be visible in other but it has 

some other portions which is perfectly visible. So to obtain a fused image in which all the 

portions are perfectly visible.  

Input images  
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Figure 5 a. Set 1 Input Images  

Output obtained  

 

Figure 5 b. Set 1 Fused image 

Table 1 gives the entropy values of the input images and the fused image for the first set of 

images. From the values obtained a bar graph which represents the same is also illustrated in 

figure 7c.  

By analyzing the graph the bar which represents the fused image has got the highest entropy 

value. 

Table 1 

No: Entropy(bits/pixel) 

Image1 3.7719 

Image2 6.5720 

Image3 7.4656 

Image4 4.4376 

Fused image 7.7101 
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Figure 5 c. Entropy plot of image set 1 

Table 2 shows a comparison of the PSNR as well as the MSE values of all the input images 

and output images of first set of images.  

The PSNR value is larger for the fused image at the same time the MSE value is lesser for 

the fused image compared to other input images.  

The graph obtained from the PSNR and MSE values for the first set of image is shown in 

figure 5d 

Table 2 

No: PSNR(dB) MSE 

Image1 20.2404 0.0095 

Image2 20.7942 0.0082 

Image3 21.3960 0.0072 

Image4 20.6383 0.0087 

Fused image 22.1785 0.0061 

 

Figure 5 d. PSNR and MSE plot of image set 1 
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Image set 2 

As in the case of image set 1 set 2 also has four set of images of a baby taken at different 

exposure. As can be seen the first image is darker and most of the portions appears black in 

color.  

And the brightness or the exposure of the image increases as we move towards the forth 

image. It can be seen that the forth image is over exposed and most of the portions appears 

white in color.All the four are fused using the proposed method and the portions visible in all 

the images are combined together. That is a portion which is visible may not be visible in other 

but it has some other portions which is perfectly visible. So to obtain a fused image in which 

all the portions are perfectly visible.  

Input images 

 

Figure 6 a set 2 input images 

Output obtained 

 

Figure 6 b Set 2 Fused image 

Table 3 gives the entropy values of the input images and the fused image for the second set 

of images. From the values obtained a bar graph which represents the same is also illustrated in 

figure 6c. By analyzing the graph the bar which represents the fused image has got the highest 

entropy value. 
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Table 3 

No: Entropy(bits/pixel) 

Image1 6.3028 

Image2 6.2014 

Image3 6.4939 

Image4 5.6416 

Fused image 7.2625 

 

Figure 6 c. Entropy plot of image set 2 

Table 4 shows a comparison of the PSNR as well as the MSE values of all the inputimages 

and output images of second set of images. The PSNR value is larger for the fused image at the 

same time the MSE value is lesser for the fused image comparedto other input images.  

The graph obtained from the PSNR and MSE values for the second set of image is shown 

in figure 6d 
Table 4 

No: PSNR(dB) MSE 

Image1 20.9116 0.0076 

Image2 20.7661 0.0083 

Image3 21.3714 0.0075 

Image4 21.2768 0.0072 

Fused image 21.5728 0.0070 

 

Figure 6 d PSNR and MSE plot of image set 2 
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Image set 3 

Image set three also has four set of images of a man playing piano taken at different exposure. 

As can be seen the first image is darker and most of the portions appears black in color.  

And the brightness or the exposure of the image increases as we move towards the forth 

image. It can be seen that the forth image is over exposed and most of the portions appears 

white in color. 

All the four are fused using the proposed method and the portions visible in all the images 

are combined together. That is a portion which is visible may not be visible in other but it has 

some other portions which is perfectly visible. 

 So to obtain a fused image in which all the portions are perfectly visible.  

Input images 

 

Figure 7 a set 3 input images 

 Output obtained 

 

Figure 7 b Set 3 Fused image 

Table 5 gives the entropy values of the input images and the fused image for the second set 

of images. From the values obtained a bar graph which represents the same is also illustrated in 

figure 7c.  

By analyzing the graph the bar which represents the fused image has got the highest entropy 

value. 

Table 5 

Image No: Entropy (bits/pixel) 

Image1 4.1790 

Image2 5.0122 

Image3 6.6183 

Image4 6.7669 

Fused image 6.9658 
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Figure 7 c. Entropy plot of image set 3 

Table 6 shows a comparison of the PSNR as well as the MSE values of all the input images 

and output images of third set of images.  

The PSNR value is larger for the fused image at the same time the MSE value is lesser for 

the fused image compared to other input images. The graph obtained from the PSNR and MSE 

values for the third set of image is shown in figure 7d 

Table 6 

Image No: 
PSNR (dB) 

 
MSE 

Image1 20.2814 0.0100 

Image2 20.4375 0.0091 

Image3 21.0932 0.0076 

Image4 21.5627 0.0069 

Fused image 21.7649 0.0061 

 

Figure 7 d. PSNR and MSE plot of image set 3 

Table 7 

Image No: Set 1 Set 2 Set 3 

Image1 0.6907 0.0105 0.1319 

Image2 0.1691 0.0360 0.0859 

Image3 0.0070 0.0026 0.0126 

Image4 0.0036 0.0002 0.0006 

6. CONCLUSION 

The curveletbased synchrosqueezing transform is applied on to 2D signals that is on images 

and it is used for the various applications and one such applications is multi-exposure image 

fusion which is presented in the paper.  

The entire experiments were done by converting into hsv domain, then processing and 

finally converting it back into rgb domain. Various parameters were considered to check the 

quality of the image. And the parameters analyzed was entropy, psnr and SSIM. The numerical 



Multi Exposure Image Fusion Using Synchrosqueezing Transform 

http://www.iaeme.com/IJARET/index.asp 183 editor@iaeme.com 

results show that the image produced using the proposed method shows quality in terms of 

entropy as well as psnr than the input images given. It was also analyzed based on visual basis 

and was analyzed to have better exposure than the input images. 
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