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ABSTRACT 

An Artificial Neural Network can be implemented to solve variety of problems. An 

Artificial Neural Network has been used in different domains like Finances, Marketing, 

Healthcare, Image Processing, Crime Detection, Weather Forecasting, Economics, 

Voice Recognition etc…In last few years, Government institutions around the world 

also started using an Artificial Neural Network on e-governance data. In this paper, an 

Artificial Neural Network is applied on Vehicle Registration Data to uncover interesting 

relationship among various attributes. 
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1. INTRODUCTION 

Normally, e-governance data used only for Online Transaction Processing systems. It means 

that in most cases e-governance systems are only used for Insert, Update, Delete and Search 

operations. These systems contain gigabytes and terabytes of data but systems are not mined 

for getting novel trends and patterns from it. This paper proposed to use Artificial Neural 

Network on Vehicle Registration data to uncover hidden trends and relationship among various 

attributes. An Artificial Neural Network is inspired by the way biological nervous systems 

functions in human. To understand the basic functioning of a neural net, consider A1 and A2 

as a set of neurons which transmits signals to another neuron B. In this example, A1 and A2 are 

input neurons and B is output neuron. Input neuron A1 and A2 are connected to output neuron 

B via weighted interconnection like W1 and W2. This neuron net architecture can be calculated 

in the following way: 

𝒃𝒊𝒏 = 𝒂𝟏𝒘𝟏 +  𝒂𝟐𝒘𝟐     (1) 

Where a1 and a2 are the activations of the input neurons A1 and A2. The output b of the 

output neuron B can be obtained by applying activation function over the net input. This 

function can be obtained as follows: 
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𝒃 = 𝒇(𝒃𝒊𝒏)      (2) 

This function is known as activation function [5] [6]. In this paper, various attributes related 

to Vehicle Registration data are considered as input neurons and out neurons. The Microsoft 

Neural Network algorithm is applied to create neural network from it.  

2. RESEARCH METHODOLOGY 

The Microsoft Neural Network algorithm uses Multilayer Perceptron Network [8]. Typically 

this contains three layers of neurons: Input layer, Hidden layer and Output layer [8]. In a 

Microsoft neural network algorithm, Input Layer pass forward inputs to the hidden layer and 

then it is further pass forward to output layer. The output neuron is a simple non-linear function 

of the sum of the inputs to the neuron [8].  

The input neurons provide input to the Microsoft Neural Network algorithm. For Vehicle 

Registration data, several fields were selected as input neurons. These were City, Company 

Code, Owner Surname, Paid Status,  Reg Year, Vehicle Type Id. The output neuron was 

selected for Vehicle Type Name attribute. This is required to predict buying pattern for 

particular Vehicle Type based on various input neurons. 

The Microsoft Neural Network allows us to set certain parameters which determine how 

the algorithm will perform and generate neural network. The HIDDEN_NODE_RATIO 

parameter can be set to determine number of hidden layer. If we set HIDDEN_NODE_RATIO 

to 0, no hidden layer will be created. The MAXIMUM_STATES algorithm parameter restricts 

number of states for attributes. If some attributes crosses this parameter value, the most relevant 

states are selected and rest are ignored [8]. The default value for MAXIMUM_STATES is 100. 

The Table 1 contains some of the important parameters in the algorithm. 

Table 1 Parameter settings of the algorithm 

Name of the parameter Description Default Values Justification 

MAXIMUM_INPUT_ATTRIBUTES 
Maximum input 

attributes 
255 

Unchanged as 

input attribute 

are less 

MAXIMUM_OUTPUT_ATTRIBUTES 
Maximum output 

attributes 
255 

Unchanged as 

output attribute 

are less 

MAXIMUM_STATES 
Maximum states of 

attribute values 
100 

Changed to 25 

to focus on only 

important states 

of input 

attribute. 

SAMPLE_SIZE 

Number cases to 

consider for training 

model 

10000 

Unchanged as it 

is sufficient for 

training model. 

HIDDEN_NODE_RATIO Ratio of hidden neuron 4 

Unchanged as 

ratio of input 

and output 

neurons is less 

than 4. 

The Microsoft Neural Network first extracts data from the Vehicle Registration Data 

Source. From this extracted data, some percentage of data is reserved for measuring the 

accuracy of the model. This is referred as Holdout Data. The algorithm checks for the accuracy 

after every iteration through training data. The algorithm stops once it is observed that accuracy 

is not increasing [8]. Considering algorithm functioning and parameter setting, the neural 

network was generated for Vehicle Registration data.  
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3. RESULTS 

As discussed in the research methodology section, input attributes were City, Company Code, 

Owner Surname, Paid Status, Reg Year, Vehicle Type Id and output attribute was Vehicle Type 

Name attribute. The Figure 1 shows interesting relationship among various states of Vehicle 

Type Name and Owner Surname. The Figure 1 indicates that citizen with “Naik” Owner 

Surname favours purchase of MOPED_SCOOTER whereas citizen with “KHAN” Owner 

Surname favours purchase of COMMERCIAL Vehicle Type. The Discrimination Viewer’s 

result is shown in the Table 2. 

Table 2 Discrimination Viewer Result for Owner Surname State = “KHAN” and “Naik” 

Attribute Value Favors KHAN Favors Naik 

Vehicle Type Name MOPED_SCOOTER  100 

Vehicle Type Name COMMERCIAL 93.05  

Vehicle Type Name MOTORCYCLE 15.27  

Vehicle Type Name CAR  4.09 

Vehicle Type Name AUTORICKSHAW  3.04 

 

Figure 1. Discrimination Viewer Result for Owner Surname State = “KHAN” and “Naik” 

Similarly, for Owner Surname State “DUBY” and “AGRAWAL” results are shown in 

Table 3 and Figure 2. 

Table 3 Discrimination Viewer Result for Owner Surname State = “DUBY” and “AGRAWAL” 

Attribute Value Favors DUBEY Favors AGRAWAL 

Vehicle Type Name AUTORICKSHAW 100  

Vehicle Type Name COMMERCIAL 58.86  

Vehicle Type Name MOTORCYCLE  50.73 

Vehicle Type Name CAR 41.17  

Vehicle Type Name MOPED_SCOOTER  38.26 
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Figure 2. Discrimination Viewer Result for Owner Surname State = “DUBY” and “AGRAWAL” 

For Owner Surname State “NOORANI” and “JOSHI” results are shown in Table 4 and 

Figure 3. 

Table 4 Discrimination Viewer Result for Owner Surname State = “NOORANI” and “JOSHI” 

Attribute Value Favors NOORANI Favors JOSHI 

Vehicle Type Name AUTORICKSHAW 100 
 

Vehicle Type Name MOPED_SCOOTER 
 

46.02 

Vehicle Type Name CAR 
 

39.59 

Vehicle Type Name COMMERCIAL 
 

28.95 

Vehicle Type Name MOTORCYCLE 21.56 
 

 

Figure 3. Discrimination Viewer Result for Owner Surname State = “NOORANI” and “JOSHI” 

4. CONCLUSION 

The Microsoft Neural Network implementation provide great insight into Vehicle Registration Data for 

analysis of buying patterns considering Owner Surname. 
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