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Abstract. We study an optimal control problem for degenerate elliptic variation inequali-

ty with degenerate weight function of potential type in the so-called class of H-admissible

solutions. Using an appropriate regular algorithm of perturbation, we prove attainability

ofH-optimal pairs via optimal solutions of some non-degenerate perturbed optimal control

problems.
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1. Introduction

The aim of this paper is to study optimal control problems associated to
degenerate elliptic variational inequalities in the so-called class of H-admissible
solutions. Dealing with degenerate problems leads us to the concept of weighted
Sobolev spaces such as W (Ω, ρdx) (see for example [5]), where ρ is degenerate
(in some sense) weight function, such that the di�erential operator associated to
our problem is not coercive in the classical sense. Hence, the classical approach to
investigate mentioned problems can't be used. In [17] was proposed an alternative
method for solving optimal control problems for degenerate variational elliptic
inequality, using Hardy-Poincare inequality.

It is known that smooth functions are, in general, not dense in the space
W (Ω, ρdx) that leads to the issues related to non-uniqueness of the setting of
correspondent boundary value problem and as a consequence, to several possible
settings of an optimal control problem associated to the mentioned control object.
If we consider the space H(Ω, ρdx) which is the closure of C∞0 (Ω) in W (Ω, ρdx),
then H(Ω, ρdx) 6= W (Ω, ρdx), in general (see, for example [15]). In literature this
fact is called the Lavrentiev phenomenon.

In applications a degenerate weight function ρ appears as the limit of the
sequence of non-degenerate weights ρε, for which the corresponding �approximate�
problem is solvable. In this paper we interested in attainability of H-optimal
solutions to degenerated problems via optimal solutions of non-degenerated prob-
lems, namely, we show that each optimal solution to the degenerate problem can
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be attained by admissible solutions to perturbed problems, however there exists
at least one optimal solution of degenerated problem which can be attained by
optimal solutions to appropriate perturbed problems.

2. Notations and preliminaries

Let Ω ⊂ RN (N ≥ 3) be an open bounded set with regular boundary ∂Ω such,
that 0 ∈ RN is an inner point of Ω. Hereafter we will denote a locally convex
space of all in�nitely di�erentiable functions with supports in Ω by C∞0 (Ω).

Let ρ : Ω→ R be a given function such that: ρ(x) > 0 a.e. on Ω,

ρ ∈ L1(Ω), ρ−1 ∈ L1(Ω), ∇ ln ρ ∈ L2(Ω;RN ) i ρ+ ρ−1 /∈ L∞(Ω). (2.1)

Hereafter, we assume that there exists a closed subset O of the set Ω such
that

dist(O, ∂Ω) = ε, ρ > ε ì.ñ. â Ω \ O, i ρ ∈ L∞(Ω \ O) (2.2)

for some ε > 0. In other words we assume that conditions (2.1) are not typical
for boundary layer of the set Ω.

Weighted spaces. We call a nonnegative function ρ with properties (2.1)�(2.2)
degenerate and consider weighted Hilbert spaces L2(Ω, ρ dx) and L2(Ω, ρ−1 dx),
saying that

f ∈ L2(Ω, ρ dx) if ‖f‖2L2(Ω,ρ dx) =

ˆ
Ω
f2ρ dx < +∞,

and g ∈ L2(Ω, ρ−1dx) if ‖g‖2L2(Ω,ρ−1 dx) =

ˆ
Ω
g2ρ−1 dx < +∞.

We de�ne the space W = W (Ω, ρdx) as a set of functions y ∈W 1,1
0 for which

the norm

‖y‖ρ :=

(ˆ
Ω
y2ρ dx+

ˆ
Ω
|∇y|2RNρ dx

)1/2

(2.3)

is �nite, and the space H = H(Ω, ρdx) as the closure of the space C∞0 (Ω) with
respect to the norm (2.3).

Note, that spaces W and H are re�exive Banach spaces with respect to the
norm (2.3) due to the estimate

ˆ

Ω

|∇y|dx ≤

ˆ
Ω

ρ|∇y|22dx

1/2ˆ
Ω

ρ−1dx

1/2

≤ C‖y‖ρ,

where |η|2 =

(
N∑
k=1

|ηk|2
)1/2

.

Since the smooth functions are in general not dense in the weighted Sobolev
space W , it follows that H 6= W ; that is for a �typical� degenerate weight ρ
the identity W = H is not always valid (for corresponding examples we refer to
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[1,12,13]). However, if ρ is a non-degenerate weight function, that is, ρ is bounded
between two positive constants, then it is easy to verify that W = H = H1

0 (Ω).
We recall that the dual space of H is H∗ = W−1,2(Ω, ρ−1dx) (for more details
see [5]).

Remark 2.1. [16, Remark 1] In the case when the weight ρ−1 ∈ L1(Ω), the space
H(Ω, ρdx) is continuously embedded into the space W 1,1

0 (Ω).

Let us consider the next concept [17]

De�nition 2.1. We say ρ : Ω → R is the weight function of potential type if ρ
satis�es conditions (2.1)�(2.2) and there exists such constant Ĉ(Ω) > 0, that the
following inequality is ful�lled:

−Ĉ(Ω) ≤ −4 ln ρ(x)− 1

2
|∇ ln ρ|2RN <

2λ∗
|x|2RN

=
(N − 2)2

2|x|2RN
in Ω. (2.4)

In this case the function V (x) = −4 ln ρ(x)− 1
2 |∇ ln ρ|2RN is called Hardy potential

for the weighted function ρ.

Elliptic Variational Inequalities.
Let V be a Banach space and K ⊂ V be a closed convex subset. Suppose also

that A : K → V ∗ is a nonlinear operator and f ∈ V ∗ is a given element of the
dual space.

Let us consider the following variational problem: to �nd an element y ∈ K
such that

〈Ay, v − y〉V ≥ 〈f, v − y〉V , ∀v ∈ K. (2.5)

Referring to [9], we make use of the following assumptions.
Hypothesis 1. There exists a re�exive Banach space X such that X ⊂ V ∗,

the imbedding X ↪→ V ∗ is continuous, and X is dense in V ∗.
Hypothesis 2. There can be found a duality mapping J : X → X∗ such that

∀y ∈ K, ∀ε > 0 there exists an yε ∈ K such that A(yε) ∈ X and

yε + εJ (A(yε)) = y.

Theorem 2.1. [9, Theorem 8.7] Assume that Hypothesis 1 and Hypothesis 2
hold true. Let operator A : V → V ∗ be monotone, semicontinuous, bounded and
satisfy the following assumption: there exist an element v0 ∈ K such that

〈Ay, y − v0〉V
‖y‖V

→ +∞ as ‖y‖V →∞, y ∈ K.

Then for any solution y of variational inequality (2.5) the inclusion Ay ∈ X takes
plase provided f ∈ X.

Smoothing. Throughout the paper ε denotes a small parameter which varies
within a strictly decreasing sequence of positive numbers converging to 0. When
we write ε > 0, we consider only the elements of this sequence, while writing
ε ≥ 0, we also consider its limit ε = 0.
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De�nition 2.2. We say that a weight function ρ with properties (2.1)-(2.2) is
approximated by non-degenerated weight functions {ρε}ε>0 on Ω if:

ρε(x) > 0 a.e. inΩ, ρε, (ρε)−1 ∈ L∞(Ω), ∀ε > 0, (2.6)

ρε → ρ, (ρε)−1 → ρ−1 in L1(Ω) as ε→ 0. (2.7)

Remark 2.2. The family {ρε}ε>0 satisfying properties (2.6)-(2.7) is called the
non-degenerate perturbation of the weight function ρ.

Examples of such perturbations can be constructed using the classical smooth-
ing. For instance, let Q be some positive compactly supported function such that
L∞RN ,

´
RN

Q(x)dx = 1, and Q(x) = q(−x). Then, for a given weight function

ρ ∈ L1
loc(RN ), we can take ρε = (ρ)ε, where

(ρ)ε(x) =
1

εN

ˆ

RN

Q

(
x− z
ε

)
ρ(z)dz =

ˆ

RN

Q(z)ρ(x+ εz)dz. (2.8)

In this case we say that the perturbation {ρε = (ρ)ε}ε>0 of the original degenerate
weight function ρ is conctructed by the �direct� smoothing scheme.

Lemma 2.1. [10] If ρ, ρ−1 ∈ L1
loc(RN ) then the �direct� smoothing {ρε = (ρ)ε}ε>0

possesses properties (2.6)-(2.7).

Weak compactness criterion in L1(Ω). Throughout the paper we will often use
the concepts of weak and strong convergence in L1(Ω). Let {aε}ε>0 be a bounded
sequence in L1(Ω). We recall that {aε}ε>0 is called equi-integrable if for any δ > 0
there exists τ = τ(δ) such that

´
S

|aε|dx < δ for every ε > 0 and every measurable

subset S ⊂ Ω of Lebesgue measure |S| < τ . Then the following assertions are
equivalent:

(i) A sequence {aε}ε>0 is weakly compact in L1(Ω).

(ii) The sequence {aε}ε>0 is equi-integrable.

(iii) Given δ > 0 there exists λ = λ(δ) such that sup
ε>0

´
{|aε|>δ}

|aε|dx < δ.

Theorem 2.2. (Lebesgue's Theorem). If a bounded sequence {aε}ε>0 ⊂ L1(Ω) is
equi-integrable and aε → a almost everywhere on Ω, then aε → a in L1(Ω).

Radon measures and convergence in variable spaces. By a nonnegative Radon
measure on Ω we mean a nonnegative Borel measure which is �nite on every
compact subset of Ω. The space of all nonnegative Radon measures on Ω will
be denoted by M+(Ω). If µ is a nonnegative Radon measure on Ω, we will use
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Lr(Ω, dµ), 1 ≤ r ≤ ∞, to denote the usual Lebesgue space with respect to the
measure µ with the corresponding norm

‖f‖Lr(Ω,dµ) =

ˆ
Ω

|f(x)|rdµ

1/r

.

Let {µε}ε>0, µ be Radon measures such that µε is ∗-weakly convergent to µ in
M+(Ω); that is,

lim
ε→0

ˆ

Ω

ϕdµε =

ˆ

Ω

ϕdµ ∀ϕ ∈ C0(RN ), (2.9)

where C0(RN ) is the space of all compactly supported continuous functions. A
typical example of such measures is dµε = ρε(x)dx, dµ = ρ(x)dx, where 0 ≤ ρε ⇀
ρ in L1(Ω). Let us recall the de�nition and main properties of convergence in the
variable L2-space [13].

1. A sequence {vε ∈ L2(Ω, dµε)} is called bounded if

lim sup
ε→0

ˆ

Ω

|vε|2dµε < +∞.

2. A bounded sequence {vε ∈ L2(Ω, dµε)} converges weakly to v ∈ L2(Ω, dµ) if

lim
ε→0

ˆ

Ω

vεϕdµε =

ˆ

Ω

vϕdµ

for any ϕ ∈ C∞0 (Ω) and we write vε ⇀ v in L2(Ω, dµε).
3. The strong convergence vε → v in L2(Ω, dµε) means that v ∈ L2(Ω, dµ) and

lim
ε→0

ˆ

Ω

vεzεdµε =

ˆ

Ω

vzdµ as zε ⇀ z in L2(Ω, dµε). (2.10)

The following convergence properties in variable spaces hold:
(a) Compactness criterium: if a sequence is bounded in L2(Ω, dµε), then this

sequence is compact with respect to the weak convergence.
(b) Property of lower semicontinuity : if vε ⇀ v in L2(Ω, dµε), then

lim inf
ε→0

ˆ

Ω

|vε|2dµε ≥
ˆ

Ω

v2dµ. (2.11)

(c) Criterium of strong convergence: vε → v if and only if vε ⇀ v in L2(Ω, dµε)
and

lim
ε→0

ˆ

Ω

|vε|2dµε =

ˆ

Ω

v2dµ. (2.12)

Let us recall some well-known results concerning the convergence in the variable
space L2(Ω, dµε).
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Lemma 2.2. [10,13,15] If {ρε}ε>0 is non-degenerate perturbation of the weight
function ρ(x) ≥ 0, then:

(A1) ((ρε)−1)→ ρ−1 in L2(Ω, ρεdx).

(A2) [vε ⇀ v in L2(Ω, ρεdx)]⇒ [vε ⇀ v in L1(Ω)].

(A3) If a sequence {vε ∈ L2(Ω, ρεdx)}ε>0 is bounded, then the weak convergence
vε → v in L2(Ω, ρεdx) is equivalent to the weak convergence ρεvε ⇀ ρv in
L1(Ω).

(A4) If a ∈ L∞ and vε ⇀ v in L2(Ω, ρεdx), then avε ⇀ av in L2(Ω, ρεdx).

Variable Sobolev spaces. Let ρ(x) be a degenerate weight function and let
{ρε}ε>0 be a non-degenerate perturbation of the function ρ in the sense of De�ni-
tion 2.2. We denote by H(Ω, ρεdx) the closure of C∞0 (Ω) with respect to the norm
‖ · ‖ρε . Since for every ε the function ρε is non-degenerate, that is, ρε is bounded
between two positive constants, the space H(Ω, ρεdx) (and the spaces L2(Ω, ρεdx)
and L2(Ω, (ρε)−1dx) ) coincides with the classical Sobolev space H1

0 (Ω) (with
L2(Ω)).

De�nition 2.3. We say that a sequence {yε ∈ H(Ω, ρεdx)}ε>0 converges weakly
to an element y ∈W as ε→ 0, if the following hold: (i) This sequence is bounded.
(ii) yε ⇀ y in L2(Ω, ρεdx). (iii) ∇yε ⇀ ∇y in L2(Ω, ρεdx)N .

Compensated Compactness Lemma in variable Lebesgue and Sobolev spaces.
Let p, q such that 2 ≤ p < ∞, 1/p+ 1/q=1 and let {ρε}ε>0 be a non-degenerate
perturbation of a weight function ρ. We associate to every ρε the space

X(Ω, ρεdx) =
{
~f ∈ Lq(Ω, ρεdx)N | div

(
ρε ~f
)
∈ Lq(Ω)

}
∀ε > 0 (2.13)

with the norm

‖~f‖X(Ω,ρεdx) =
(
‖~f‖q

Lq(Ω,ρεdx)N
+ ‖div

(
ρε ~f
)
‖qLq(Ω)

)1/q
.

We say that a sequence
{
~fε ∈ X(Ω, ρεdx)

}
ε>0

is bounded if

lim sup
ε→0

‖~fε‖X(Ω,ρεdx) < +∞.

In order to discuss the problem of H-attainability we need the following result.

Lemma 2.3. [3] Let {ρε}ε>0 be a non-degenerate perturbation of a weight func-

tion ρ(x) > 0. Let
{
~f ∈ Lq(Ω, ρεdx)N

}
ε>0

and {gε∈H(Ω,ρεdx)}ε>0 be sequences

such that {~fε}ε>0 is bounded in the variable space X(Ω, ρεdx), ~fε ⇀ ~f weakly in
Lq(Ω, ρεdx)N , {gε}ε>0 is bounded in the variable space H(Ω, ρεdx), gε ⇀ g in
Lp(Ω), and ∇gε ⇀ ∇g in Lp(Ω, ρεdx)N . Then

lim
ε→0

ˆ

Ω

ϕ
(
~fε,∇gε

)
RN

ρεdx =

ˆ

Ω

ϕ
(
~f,∇g

)
RN

ρdx, ∀ϕ ∈ C∞0 (Ω). (2.14)
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Further, we consider a special �lifting� operator

Tε : Lp(Ω, ρdx)→ Lp(Ω, ρεdx)

de�ned as followsˆ

Ω

Tεyϕρ
εdx =

ˆ

Ω

y(ϕ)ερdx ∀ϕ ∈ C∞0 (Ω), ∀ε > 0. (2.15)

Firstly this operator was constructed in [14] for the case of an arbitrary measure.
Let us consider the following well-known result.

Lemma 2.4. [10, Lemma 7.2] Let ρ ∈ L1
loc(RN ) be a degenerate weight function

and let {ρε = (ρ)ε}ε>0 be a �direct� smoothing of ρ. Then for every element
y ∈ Lp(Ω, ρdx) there exists a sequence {Tεy ∈ Lp(Ω, ρεdx)}ε>0 such that Tεy → y
in Lp(Ω, ρεdx).

Let us recall that a function a ∈ L2(Ω, ρdx) and a vector b ∈ L2(Ω, ρdx)N are
related by the equality

div(ρb) = a if

ˆ

Ω

(b,∇ϕ)RNρdx = −
ˆ

Ω

aϕρdx ∀ϕ ∈ C∞0 (Ω). (2.16)

In a similar way, for aε ∈ L2(Ω, ρεdx) and b ∈ L2(Ω, ρεdx)N , we have

div(ρεbε) = aε if

ˆ

Ω

(bε,∇ϕ)RNρ
εdx = −

ˆ

Ω

aεϕρεdx ∀ϕ ∈ C∞0 (Ω). (2.17)

Note that by arguments of completion, the above identities can be extended to
test functions from H and H(Ω, ρεdx), respectively.

Lemma 2.5. [10, Lemma 7.3] If a ∈ L2(Ω, ρdx) and b ∈ L2(Ω, ρdx)N are related
by (2.16), then aε = Tεa and bε = Tεb are related by (2.17).

Following [10,11] we can give a dual description of the weighted Sobolev space
H. Let us consider two spaces: the �rst isX2

ρ as the closure of the set {(y,∇y), y ∈
C∞0 (Ω)} in L2(Ω, ρdx)×L2(Ω, ρdx)N , hence, the elements of this space are pairs
(y, v), where y is a function in H and v = ∇y is its gradient. The second space
X̃2
ρ consists of pairs (y, v), where y ∈ L2(Ω, ρdx) abd v ∈ L2(Ω, ρdx)N are such

that ˆ

Ω

yaρdx = −
ˆ

Ω

(v, b)RNρdx (2.18)

for any (a, b) satisfying the conditions

a ∈ L2(Ω, ρdx), b ∈ L2(Ω, ρdx)N , a = div(ρb) (2.19)

It is easy to see that X2
ρ and X̃2

ρ are closed in L2(Ω, ρdx)N+1 and X2
ρ ⊆ X̃2

ρ .

Moreover, from [10, Lemma 7.4] (or [11, Theorem 1]) we have that X2
ρ = X̃2

ρ .
The next Theorem establishes the possibility of passing to the limit as ε→ 0

in variable space H(Ω, ρεdx).
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Theorem 2.3. [10, Theorem 7.1] Let ρε = (ρ)ε be a direct smoothing of a
degenerate weight ρ ∈ L1

loc(RN ) and let yε ∈ H(Ω, ρεdx), yε ⇀ y in L2(Ω, ρεdx),

∇yε ⇀ v in L2(Ω, ρεdx)N . Then y ∈ H and v = ∇y.

3. Setting of the Optimal Control Problem

Let K be a non-empty convex closed subset of the space W , and let K be
sequentialy closed with respect to the norm

‖y‖2 :=

ˆ
Ω
y2ρ dx+

ˆ
Ω

∣∣∣∇y +
y

2
∇ ln ρ

∣∣∣2
RN

ρ dx. (3.1)

Let yad ∈ L2(Ω), f ∈ L2(Ω, ρ−1 dx) and u0 ∈ L2(Ω, ρ−1 dx) be given dis-
tribution, and U∂ be a non-empty convex closed subset in L2(Ω, ρ−1 dx) such
that

U∂ = {u ∈ L2(Ω, ρ−1 dx) : ‖u− u0‖L2(Ω,ρ−1 dx) ≤ R}. (3.2)

Hereinafter functions u ∈ U∂ are considered to be admissible controls.
The main object we deal with in the paper is the following optimal control

problem for the variational inequality with control in the right hand side:

I(u, y) =
1

2
‖y − yad‖2L2(Ω,ρdx) → inf, (3.3)

u ∈ U∂ , y ∈ K, (3.4)ˆ
Ω

(∇y,∇v −∇y)RN ρ dx ≥
ˆ

Ω
(f + u) (v − y) dx, ∀ v ∈ K. (3.5)

Let us consider the following linear operator related to the variational inequa-
lity (3.5):

A : W 1,2
0 (Ω; ρ dx)→

(
W 1,2

0 (Ω; ρ dx)
)∗
,

that is de�ned by the rule:〈
Ay, v − y

〉
H(Ω;ρdx)

=

ˆ
Ω

(∇y,∇v −∇y)RN ρ dx ∀v ∈ K.

Here
〈·, ·〉H(Ω;ρdx) : (H(Ω; ρdx))∗ ×H(Ω; ρdx)→ R

is the duality pairing. It is clear that

Ay = −div(ρ(x)∇y).

Similarly to [4] let us consider the next de�nitions.

De�nition 3.1. We say that a function y = y(u, f) ∈ K is a W -solution to
degenerate variational inequality (3.4)-(3.5) if

〈− div(ρ(x)∇y), v − y〉W ≥ 〈f + u, v − y〉W (3.6)

holds for any v ∈ K.
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De�nition 3.2. Let K̃ be a closure in the space C∞0 (Ω) of the set K ∩ C∞0 (Ω).
We say that a function y = y(u, f) ∈ K̃ is an H-solution to variational inequality
(3.4)-(3.5) if

〈−div(ρ(x)∇y), v − y〉H(Ω;ρdx) ≥ 〈f + u, v − y〉H(Ω;ρdx) (3.7)

holds for any v ∈ K̃.

Remark 3.1. It is easy to say that the set K̃ ⊂ H is closed and convex.

Let us remark that in the case when the function ρ is a weight function
of potential type in the sense of De�nition 2.1 we can prove the existence and
uniqueness ofW -solution for the inequality (3.4)-(3.5), namely the following result
takes place:

Theorem 3.1. [17, Òåîðåìà 2] Let ρ : Ω→ R+ be a weight function of potential
type. Then for given f ∈ L2(Ω, ρ−1dx) and u ∈ U∂ the variational inequality (3.4)�
(3.5) has unique solution y = y(u, f) ∈ K such that y = z/

√
ρ and z ∈ H1

0 (Ω).

Remark 3.2. Similar result with Theorem 3.1 concerning existence and uniqueness
of H-solution to problem (3.4)-(3.5) can be easily obtained using similar argumen-
tation.

Taking this fact into account we can introduce two sets of admissible pairs to
the optimal control problem (3.3)-(3.5):

ΞW = {(u, y) ∈ U∂ ×W | y ∈ K, (u, y) are related by (3.6)}, (3.8)

ΞH = {(u, y) ∈ U∂ ×H | y ∈ K̃, (u, y) are related by (3.7)}. (3.9)

Hence for the given control object described by relations (3.4)-(3.5) with both
�xed control constrains (u ∈ U∂) and �xed cost functional (3.3), we have two
di�erent statement of the original optimal control problem, namely〈

inf
(u,y)∈ΞW

I(u, y)

〉
and

〈
inf

(u,y)∈ΞH
I(u, y)

〉
.

Having assumed thatW 6= H for a given degenerate weight function ρ ≥ 0, we can
come to the e�ect which is usually called the Lavrentie� phenomenon. It means
that for some u ∈ U∂ and f ∈ L2(Ω, ρ−1dx) an H-solution to problem (3.4)-(3.5)
does not coincide with its W -solution [13].

Remark 3.3. In view of Theorem 3.1 and Remark 3.2, the set ΞH is always
nonempty.

Let us consider the following concept.

De�nition 3.3. We say that a pair (u0, y0) ∈ L2(Ω, ρ−1dx)×H is an H-optimal
solution to problem (3.3)-(3.5) if (u0, y0) ∈ ΞH and

I(u0, y0) = inf
(u,y)∈ΞH

I(u, y)

.
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Note that optimal control problem (3.3)-(3.5) is solvable, namely the following
result takes place.

Theorem 3.2. Let ρ(x) > 0 be a degenerate weight function of potential type.
Then the set of H-optimal solutions to problem (3.3)-(3.5) is non-empty ∀f ∈
L2(Ω, ρ−1dx).

4. Attainability of H-optimal Solutions

In this section we propose a regular algorithm of approximation (perturbation)
for the original degenerate optimal control problem (3.3)-(3.5) and it will be
shown that H-optimal solutions of mentioned problem can be attained by optimal
solutions of perturbed problems. Note that in view of Theorem 3.2 that the set
of H-optimal solutions to the problem (3.3)-(3.5) is non-empty.

Let ρ be a degenerate weight function with properties (2.2)-(2.1), and let
{ρε}ε>0 be a non-degenerate perturbation of ρ in the sense of De�nition 2.2

De�nition 4.1. We say that a bounded sequence

{(uε, yε) ∈ Y(Ω, ρεdx) = L2(Ω, (ρε)−1dx)×H(Ω, ρεdx)}ε>0

w-converges to (u, y) ∈ L2(Ω, ρ−1dx) × W in the variable space Y(Ω, ρεdx) as
ε → 0, if uε ⇀ u in L2(Ω, (ρε)−1dx), yε ⇀ y in L2(Ω, ρεdx), ∇yε ⇀ ∇y in
L2(Ω, ρεdx)N .

De�nition 4.2. We say that a minimization problem〈
inf

(u,y)∈ΞH
I(u, y)

〉
(4.1)

is a weak variational limit (or variational w-limit) of the sequence{〈
inf

(uε,yε)∈Ξε
Iε(uε, yε)

〉
; Ξε ⊂ Y(Ω, ρεdx), ε > 0

}
, (4.2)

with respect to w-convergence in variable space Y(Ω, ρεdx), if the following con-
ditions are satis�ed:

(1) if {εk} is a subsequence of {ε} such that εk → 0 as k →∞, and a sequence
{(uk, yk) ∈ Ξεk}ε>0 w-converges to a pair (u, y), then

(u, y) ∈ ΞH ; I(u, y) ≤ lim inf
k→∞

Iεk(uk, yk); (4.3)

(2) for every pair (u, y) ∈ ΞH and any value δ > 0 there exists a realizing
sequence {(ûε, ŷε) ∈ Y(Ω, ρεdx)}ε>0 such that

(ûε, ŷε) ∈ Ξε ∀ε > 0, (ûε, ŷε) w − converges to (û, ŷ), (4.4)

‖u− û‖L2(Ω,ρ−1dx) + ‖y − ŷ‖ρ ≤ δ, I(u, y) ≥ lim sup
ε→0

Iε(ûε, ŷε)− δ. (4.5)
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The last de�nition is motivated by the following property of variational w-
limits (for the details we refer to [2]).

Theorem 4.1. Assume that (4.1) is a weak variational limit of the sequence
(4.2), and the constrained minimization problem (4.1) has a solution. Suppose
{(u0

ε, y
0
ε) ∈ Ξε} is a sequence of optimal pairs to (4.2). Then there exists a pair

(u0, y0) ∈ ΞH such that (u0
ε, y

0
ε) w-converges to (u0, y0), and

inf
(u,y)∈ΞH

I(u, y) = I(u0, y0) = lim
ε→0

inf
(uε,yε)∈Ξε

Iε(uε, yε).

Let us consider the sequences {Kε}ε>0 and {U ε∂}ε>0 of non-empty convex
closed subsets, which sequentially converges to sets K̃ and U∂ , respectively, in
the sense of Kuratovski as ε → 0 with respect to weak topology of spaces
H(Ω, ρεdx) and L2(Ω, (ρε)−1dx), respectively, and let Hypothesis 2 hold true for
X = L2(Ω, (ρε)−1dx) and V = H(Ω, ρεdx) ∀ε > 0. Taking into account Theorem
4.1, we consider the following collection of perturbed optimal control problems
for non-degenerate elliptic variational inequalities:

Minimize

Iε(u, y) =
1

2

ˆ

Ω

|y(x)− yad|2dx

 , (4.6)

u ∈ U ε∂ , y ∈ Kε, (4.7)

〈−div(ρε(x)∇y), v − y〉H(Ω;ρεdx) ≥ 〈f + u, v − y〉H(Ω;ρεdx) ∀v ∈ Kε, (4.8)

where the elements yad ∈ L2(Ω), f ∈ L2(Ω, ρ−1dx) ⊂ L2(Ω, (ρε)−1dx) are the
same as for original problem (3.3)-(3.5). For every ε > 0 we de�ne Ξε as a set of
all admissible pairs to the problem (4.6)-(4.8), namely (u, y) ∈ ΞH if and only if
the pair (u, y) satis�es (4.7)-(4.8).

Let us discuss the optimality conditions for problem (4.6)-(4.8). Let V =
H(Ω, ρεdx), H = L2(Ω). Taking into account suggestions of the section 2, we
have that V and H are Hilbert spaces, and V ↪→ H continuously and V is dense
in H. Let us denote by (·, ·) the scalar product in H. Let us identify H with its
conjugated H∗, and let V ∗ be the space conjugated to V . Then V ⊂ H ⊂ V ∗ and
every space is dense in the next one and corresponding embeddings are continuous.
Let U = L2(Ω, (ρε)−1dx) be the control space (which coincides with L2(Ω)),
U ε∂ is convex and closed in U by the construction. Let us consider an operator
A : V → V ∗, Ay = −div(ρε(x)∇y), and functions f and yad as in previous
suggestions. For every control u ∈ U the state y(u) is de�ned as the solution to
the following problem

Ay = f + u, y ∈ H(Ω, ρεdx). (4.9)

Let us consider for every u ∈ U the cost functional

J(u, y) =
1

2
‖y(u)− yad‖2H . (4.10)
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The optimal control problem is to �nd such pair (u, y) ∈ U ε∂ ×H(Ω, ρεdx) that

J(u, y) = inf
(v,y(v))∈Uε∂×H(Ω,ρεdx)

J(v, y(v)) with conditions (4.9). (4.11)

It is known that the solution of the optimal control problem is characterized by
the inequality

J ′u(u, y(u))(v − u) ≥ 0, ∀v ∈ U ε∂ . (4.12)

Since, A is an isomorphism of the space V to V ∗ (see for details [8]), then y(u) =
A−1(f + u), and then

y′(u)(v − u) = A−1(v − u) = y(v)− y(u).

Hence, (4.12) is equivalent to the following inequality:

(y(u)− yad, y(v)− y(u)) ≥ 0, ∀v ∈ U ε∂ . (4.13)

Let A∗ ∈ L(V, V ∗) be the conjugate operator to A and it is an isomorphism of
V on V ∗ as well as A. For the control v ∈ U ε∂ let us de�ne the conjugate state
p(v) ∈ V by the next relation:

A∗p(v) = y(v)− yad. (4.14)

Then

(A∗p(u), y(v)− y(u)) = (y(u)− yad, y(v)− y(u)) = (p(u), Ay(v)−Ay(u))

= (p(u), v − u) = (p(u), v − u)U =

ˆ

Ω

p(u)(v − u)dx ≥ 0,

since p(u) ∈ V ⊂ L2(Ω, ρεdx), v − u ∈ L2(Ω, (ρε)−1dx). Similarly to [1, Theorem
1.4], obtained results can be formulated as the following theorem.

Theorem 4.2. Let a(u, v) = (Au, v) be a bilinear continuous and coercive form
on V , and cost functional be as in (4.10). The element u ∈ U ε∂ is the optimal
control if and only if the following relations are ful�lled:

−div(ρε(x)y) = f + u in Ω, y ∈ V,

−div(ρε(x)p) = y − yad in Ω, p ∈ V,ˆ

Ω

p(u)(v − u)dx ≥ 0, ∀v ∈ U ε∂ .

Remark 4.1. Let us recall that sequential K-upper and K-lower limits of a se-
quence of sets {Ek}k∈N are de�ned as follows, respectively:

Ks − limEk = {y ∈ X : ∃σ(k)→∞ , ∃yk → y, ∀k ∈ N : yk ∈ Eσ(k)},

Ks − limEk = {y ∈ X : ∃yk → y ∃k ≥ k0 ∈ N : yk ∈ Ek}.
The sequence {Ek}k∈N sequantially converges in the sense of Kuratovski to the
set E (shortly, Ks-converges), if E = Ks − limEk = Ks − limEk.
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Lemma 4.1. Let {ρε = (ρ)ε}ε>0 be a �direct� smoothing of a degenerate weight
function ρ ≥ 0. Let {(uε, yε) ∈ Ξε}ε>0 be a sequence of admissible pairs to
the problem (4.6)-(4.8). Then there exists a pair {(u∗, y∗)} and a subsequence
{(uεk , yεk)}k∈N of {(uε, yε) ∈ Ξε}ε>0 such that (uεk , yεk) w-converges to {(u∗, y∗)}
as k →∞ and (u∗, y∗) ∈ ΞH .

Proof. Let us consider the following variational inequality:

〈−div(ρε∇yε), vε − yε〉H(Ω,ρεdx) ≥ 〈f + uε, vε − yε〉H(Ω,ρεdx), ∀vε ∈ Kε. (4.15)

Let us show the bondedness of the sequence {yε}ε>0 in the space H(Ω, ρεdx). Let
us suppose that ‖yε‖H(Ω,ρεdx) →∞ as ε→ 0. Then on the one hand

〈−div(ρε∇yε), yε − vε〉H(Ω,ρεdx)

‖f + uε‖L2(Ω,(ρε)−1dx)‖yε − vε‖L2(Ω,ρεdx) (4.16)

≤ ‖f + uε‖L2(Ω,(ρε)−1dx)‖yε − vε‖H(Ω,ρεdx), ∀vε ∈ Kε, ∀ε > 0.

On the other hand , for arbitrary �xed element v ∈ K̃ let us consider the sequence
{vε ∈ Kε}ε>0 such that vε ⇀ v in H(Ω, ρεdx) (note, that such sequence always
exists provided K̃ = Ks − limKε), and taking into account the de�nition and
properties of the spaceH(Ω, ρεdx) and operator A : H(Ω, ρεdx)→ (H(Ω, ρεdx))∗,
Ayε = −div(ρε∇yε), we obtain such estimations:

〈Ayε, yε〉H(Ω,ρεdx) =

ˆ

Ω

(∇yε,∇yε)RNρεdx ≥ C1‖yε‖2H(Ω,ρεdx), C1 > 0,

〈Ayε, yε − vε〉H(Ω,ρεdx) ≥ C1‖yε‖2H(Ω,ρεdx) − ‖∇yε‖L2(Ω,ρεdx)N ‖∇vε‖L2(Ω,ρεdx)N .

Hence, we have the following relations

〈−div(ρε∇yε), yε − vε〉H(Ω,ρεdx)

‖yε − vε‖H(Ω,ρεdx)

≥
C1‖yε‖2H(Ω,ρεdx) − ‖∇yε‖L2(Ω,ρεdx)N ‖∇vε‖L2(Ω,ρεdx)N

‖yε‖H(Ω,ρεdx) + ‖vε‖H(Ω,ρεdx)

≥
C1‖yε‖2H(Ω,ρεdx) − C2‖yε‖H(Ω,ρεdx)‖vε‖H(Ω,ρεdx)

‖yε‖H(Ω,ρεdx) + ‖vε‖H(Ω,ρεdx)

≥ ‖yε‖H(Ω,ρεdx)

(
C1‖yε‖H(Ω,ρεdx) − C2‖vε‖H(Ω,ρεdx)

‖yε‖H(Ω,ρεdx) + ‖vε‖H(Ω,ρεdx)

)

= ‖yε‖H(Ω,ρεdx)

C1 − C2
‖vε‖H(Ω,ρεdx)

‖yε‖H(Ω,ρεdx)

1 +
‖vε‖H(Ω,ρεdx)

‖yε‖H(Ω,ρεdx)

→∞, ε→ 0, C2 > 0
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since the sequence {vε}ε>0 is bounded in H(Ω, ρεdx). The obtained contradiction
with (4.16) implies that {yε}ε>0 is bounded in H(Ω, ρεdx). Note that from de�-
nition of sets U ε∂ we have that the sequence {uε ∈ U ε∂}ε>0 is bounded in the space
L2(Ω, (ρε)−1dx).

Hence, there exists a subsequence {εk} of the sequence {ε}, converging to 0 and
elements u∗ ∈ L2(Ω, ρ−1dx), y∗ ∈ L2(Ω, ρdx), ~v ∈ L2(Ω, ρdx)N such that uεk ⇀
u∗ in L2(Ω, (ρε)−1dx), yεk ⇀ y∗ in L2(Ω, ρεdx), ∇yεk ⇀ ~v in L2(Ω, (ρε)−1dx)N .
By Theorem 2.3, we have that y∗ ∈ H and v = ∇y∗ and, moreover, we have
y∗ ∈ K̃ and u∗ ∈ U∂ .

In order to prove the lemma, it is left to pass to the limit in the inequality
(4.15) as ε → 0. Let us take in Hypothesis 1 V = H(Ω, ρεkdx), X = L2(Ω). In
this case it is easy to see that the imbedding X ↪→ V ∗ is dense and continuous,
and the imbedding H(Ω, ρεkdx) ↪→ L2(Ω) is compact and dense (for details we
refer to [7]). Since f ∈ L2(Ω, ρ−1dx) ⊂ L2(Ω, (ρεk)−1dx) ⊂ L2(Ω), then in view
of Theorem 2.1 we have div(ρεk∇yεk) ∈ L2(Ω) ∀k ∈ N. Let us consider the next
relation ˆ

Ω

div(ρεk∇yεk)ϕdx = −
ˆ

Ω

(∇yεk ,∇ϕ)RNρ
εkdx

→ −
ˆ

Ω

(∇y∗,∇ϕ)RNρdx =

ˆ

Ω

div(ρ∇y)ϕdx, ∀ϕ ∈ C∞0 (Ω), as k →∞.

Hence, div(ρεk∇yεk) ⇀ div(ρ∇y) in L2(Ω) so the sequence {div(ρεk∇yεk)}k∈N is
bounded in L2(Ω).

Let us consider the sequence gεk := vεk − yεk . We know that the sequence
{gεk}k∈N is bounded in H(Ω, ρεkdx) and gεk ⇀ g := v − y∗ in H(Ω, ρεkdx) as
k → ∞, where {vεk ∈ Kεk}k∈N weakly converges to v ∈ K̃ in H(Ω, ρεkdx). In
view of properties of spaces L2(Ω, ρεkdx) we have that the sequence {gεk}k∈N is
bounded in L2(Ω) and gεk ⇀ g := v − y∗ in L2(Ω). Taking into account Lemma
2.3 we obtain

〈−div(ρεk(x)∇yεk), vεk − yεk〉H(Ω,ρεkdx)

→ 〈−div(ρ(x)∇y), v − y∗〉H(Ω,ρdx), as k →∞. (4.17)

Let us consider the right hand side of the inequality (4.15).

ˆ

Ω

(f + uεk)(vεk − yεk)dx =

ˆ

Ω

fvεkdx−
ˆ

Ω

fyεkdx+

ˆ

Ω

uεkvεkdx−
ˆ

Ω

uεkyεkdx.

Let us represent the last term by the following way:

−
ˆ

Ω

uεkyεkdx±
ˆ

Ω

uεky
∗dx = −

ˆ

Ω

uεk(yεk − y
∗)dx−

ˆ

Ω

uεky
∗dx.
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Since yεk ⇀ y∗ in L2(Ω, ρεkdx), ∇yεk ⇀ ∇y∗ in L2(Ω, ρεkdx)N , then

ˆ

Ω

|yεk |dx ≤

ˆ
Ω

|yεk |
2ρεkdx

1/2ˆ
Ω

(ρεk)−1dx

1/2

≤ C̃(|Ω|)1/2,

ˆ

Ω

|∇yεk |2dx ≤

ˆ
Ω

|∇yεk |
2ρεkdx

1/2ˆ
Ω

(ρεk)−1dx

1/2

≤ Ĉ(|Ω|)1/2.

Therefore the sequence {yεk}k∈N is equi-integrable on Ω and bounded inW 1,1
0 (Ω).

In view of compact embedding W 1,1
0 (Ω) ↪→ L1(Ω), there exists an element ỹ such

that yεk → ỹ strongly in L1(Ω). However, it is easy to see that yεk ⇀ y∗ in L1(Ω).
Hence, y∗ = ỹ a. e. on Ω. And we have that

´
Ω

uεk(yεk − y∗)dx→ 0, k →∞. Since

uεk ⇀ u∗ in L2(Ω, (ρεk)−1dx) and yεk ⇀ y∗ in H(Ω, ρεkdx), and L2(Ω, (ρεk)−1dx)
is the conjugate space to L2(Ω, ρεkdx), it follows thatˆ

Ω

fvεkdx→
ˆ

Ω

fvdx,

ˆ

Ω

fyεkdx→
ˆ

Ω

fy∗dx,

ˆ

Ω

uεkvεkdx→
ˆ

Ω

u∗vdx,

ˆ

Ω

uεkyεk →
ˆ

Ω

u∗y∗dx.

Hence, the limit inequality for the inequality (4.15) has the form:

〈−div(ρ(x)∇y∗), v − y∗〉H(Ω,ρdx) ≥ 〈f + u∗, v − y∗〉H(Ω,ρdx). (4.18)

Moreover, in view of previous suggestions, we have

lim
k→∞
〈−div(ρεk∇yεk), vεk − yεk〉H(Ω,ρεkdx)

= 〈−div(ρ(x)∇y∗), v〉H(Ω,ρdx) − lim sup
k→∞

ˆ

Ω

(∇yεk ,∇yεk)RNρεkdx

≥ 〈f + u∗, v − y∗〉H(Ω,ρdx),

or

lim sup
k→∞

ˆ

Ω

(∇yεk ,∇yεk)RNρεkdx

≤ 〈−div(ρ(x)∇y∗), v〉H(Ω,ρdx) − 〈f + u∗, v − y∗〉H(Ω,ρdx), ∀v ∈ K̃.
Having put in the last inequality v = y∗, we get

lim sup
k→∞

ˆ

Ω

|∇yεk |
2ρεkdx ≤

ˆ

Ω

|∇y∗|2ρdx,

that together with the property of the lower semicontinuity with respect to the
weak convergence in L2(Ω, ρεkdx), gives us that ∇yεk → ∇y∗ in L2(Ω, ρεkdx)N ,
k →∞.The proof is complete.
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As an evident consequence of this lemma and the lower semicontinuity pro-
perty of the cost functional (4.6) with respect to w-convergence in the variable
space Y(Ω, ρεdx), we have the following conclusion.

Corollary 4.1. Let {εk} be a subsequence of indices {ε} such that εk → 0 as
k → ∞, and let {(uk, yk) ∈ Ξεk}k∈N be a sequence of admissible solutions to
corresponding perturbed problems (4.6)-(4.8) such that (uk, yk) w-converges to
(u, y). Then properties (4.3) are valid.

To discuss properties (4.4)-(4.5), we give a result which is reciprocal in some
sense to Lemma 4.1.

Lemma 4.2. Let {ρε = (ρ)ε}ε>0 be a �direct� smoothing of a degenerate weight
function ρ(x) ≥ 0 and let (u, y) ∈ ΞH be any admissible pair. Then there exists a
relizing sequence {(ûε, ŷε) ∈ Y(Ω, ρεdx)}ε>0 such that

(ûε, ŷε) ∈ Ξε ∀ε > 0, ûε ⇀ u in L2(Ω, (ρε)−1dx); (4.19)

ŷε ⇀ y in L2(Ω, ρεdx), ∇ŷε → ∇y in L2(Ω, ρεdx)N . (4.20)

Proof. Let us construct the sequence {(ûε, ŷε)}ε>0 as follows:

ûε(x) =

ˆ

RN

Q(z)u(x+ εz)dz, (4.21)

ŷε ∈ H(Ω, ρεdx) is an H-solution of (4.8) corresponding to u = ûε. (4.22)

Let us show that for every ε > 0 the pair (ûε, ŷε) is admissible to the corresponding
problem (4.6)-(4.8). Indeed, as follows from [10] there exists C > 0 such that

ûε(x) ≤ C
ˆ

Ω

u(x+ εz)dz.

Taking into account the last inequality, properties of functions ρ and u, using the
replacement of variables in double integral, we have:

‖ûε‖2L2(Ω,ρ−1dx) =

ˆ

Ω

ˆ
RN

Q(z)u(x+ εz)dz

2

ρ−1dx

≤
ˆ

Ω

ˆ
Ω

u(x+ εz)dz

2

ρ−1dx ≤ C1

ˆ

Ω

ˆ

Ω

u2(x+ εz)ρ−1dzdx

= C2‖u‖2L2(Ω)‖ρ
−1‖L1(Ω) ≤ C3‖u‖2L2(Ω,ρ−1dx)‖ρ

−1‖L1(Ω) <∞,

where C1, C2, C3 are some positive constants. Hence,

ûε ∈ L2(Ω, ρ−1dx) ⊂ L2(Ω, (ρε)−1dx),
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∀ε > 0. Let Tε : L2(Ω, ρdx) → L2(Ω, ρεdx) is a �lifting� operator, constructed in
(2.15). Since ρ−1u ∈ L2(Ω, ρdx) (for details we refer to [10]), then

lim
ε→0

ˆ

Ω

ûεϕ(ρε)−1dx = lim
ε→0

ˆ

Ω

u(ϕ)ε(ρ
ε)−1dx

= lim
ε→0

ˆ

Ω

ρ−1u(ϕ)ε(ρ
ε)−1ρdx = lim

ε→0

ˆ

Ω

Tε(ρ
−1u)ϕ(ρε)−1ρεdx

= lim
ε→0

ˆ

Ω

Tε(ρ
−1u)ϕdx =

ˆ

Ω

uϕρ−1dx.

Taking into account properties of �lifting� operator (see Theorem 2.4), we have
that ûε ⇀ u in L2(Ω, (ρε)−1dx). In view of the de�nition of U ε∂ , we have that
ûε ∈ U ε∂ . Thus, we conclude that the sequence {(ûε, ŷε)}ε>0 ∈ Ξε. As a result,
following arguments of the proof of Lemma 4.1, we have that ŷ ⇀ y in L2(Ω, ρεdx)
and ∇ŷε → ∇y in L2(Ω, ρεdx)N as ε→ 0, where y = y(u), for any subsequence of
{ŷε ∈ H(Ω, ρεdx)}ε>0 and, hence, for the entire sequence. Here (u, y) ∈ ΞH is a
given H-admissible solution to problem (3.3)-(3.5). This concludes the proof.

Corollary 4.2. Lemma 4.2 implies the equality I(u, y) = lim
ε→0

Iε(ûε, ŷε).

As an obvious consequence of De�nition 4.2, and Lemmas 4.1-4.2 with their
Corollaries, we can give the following conclusion.

Theorem 4.3. Let {ρε = (ρ)ε}ε>0 be a �direct� smoothing of a degenerate weight
function ρ(x) > 0. Then the minimization problem (3.3)-(3.5) is a weak varia-
tional limit of the sequence (4.6)-(4.8) as ε→ 0 with respect to the w-convergence
in the variable space Y(Ω, ρεdx).

5. General cinclusions

In this paper we substantiate the validity of an H-attainability concept. Note
that it can be considered in the case of solvability of initial degenerate optimal
control problem and corresponding approximate problems. In order to verify that
the set of optimal solutions to initial degenerate OCP is not empty, we invoke the
concept of degenerate weight function of potential type (see for details [17]). Also
for non-degenerate perturbed OCPs we construct the optimality conditions. As
far as we show that at least one optimal solution to the problem (3.3)-(3.5) can
be attained by optimal solutions to perturbed problems (4.6)-(4.8), and therefore,
we can apply the derived optimality system for ε > 0 small enough to characterise
the attainable optimal pairs to the initial optimization problem.
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