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ABSTRACT 
 
Smart antenna is a next generation antenna which 
can increase capacity in a cellular communication 
system, can reduce the effect of the multipath fading, 
increase the diversity gain, and suppress the co
channel interference between different devices. The 
antenna operates in conjunction with mobile 
subscriber unit and provides a plurality of antenna 
elements. The antenna array creates a beamformer 
for signals to be transmitted from the mobile 
subscriber unit, and a directional receiving array to 
more optimally detect and receive signals transmitted 
from the base station. By directionally receiving and 
transmitting signals, multipath fading is greatly 
reduced as well as intercell interference. A smart 
antenna system includes a receiving system, one or 
more beam analysis modules, a control channel 
monitoring module, a processing system, and a 
receiving beam switch is provided. 
 
Keywords: Adaptive algorithms, Beamforming, 
CDMA, Fading, LMS, mobile communication, RLS, 
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I. INTRODUCTION 

The term adaptive antenna is used for a phased array 
when the weighting on each element is applied in a 
dynamic fashion. The amount of weighting on each 
channel is not fixed at the time of the array design, 
but rather decided by the system at the time of 
processing the signals to meet required objectives. 
The array pattern adapts to the situation and the 
adaptive process is under control of the system. The 
antenna pattern in this case has a main beam pointed 
in the desired signal direction, and has a null in the 
direction of the interference. 
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The term smart antenna incorporates all situations in 
which a system is using an antenna array and the 
antenna pattern is dynamically adjusted by the 
system as required. Thus, a system employing smart 
antennas processes signals induc
A block diagram of a narrowband communication 
system is shown in Figure 2 where signals induced 
on an antenna array are multiplied by adjustable 
complex weights and then combined to form the 
system output. The processor receives array
system output, and direction of the desired signal as 
additional information. The pro
weights to be used for each channel.
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The term smart antenna incorporates all situations in 
which a system is using an antenna array and the 
antenna pattern is dynamically adjusted by the 
system as required. Thus, a system employing smart 
antennas processes signals induced on a sensor array. 
A block diagram of a narrowband communication 
system is shown in Figure 2 where signals induced 
on an antenna array are multiplied by adjustable 
complex weights and then combined to form the 
system output. The processor receives array signals, 
system output, and direction of the desired signal as 
additional information. The pro`cessor calculates the 
weights to be used for each channel. 

 

Fig.1 smart antenna system 
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Fig. 2 Block diagram of a communication system 
using an antenna array.

 
II. SMART ANTENNA TECHNOLOGY
 
Smart antenna uses an array of low gain antenna 
elements which are connected by a combining 
network. The spacing between the array elements is 
small enough that there is no amplitude variation 
between the signals received at different elements, 
there is no mutual coupling between the elements 
and the bandwidth of the signal incident on the array 
is small as compared with the carrier frequency. In 
working with array antenna it is convenient to use the 
vector notation (weight vector) which is defined as

 110 ............,  Mwwww   
Where H is the Hermitian transpose. The signal from 
each antenna element are grouped in a data vector 

  TM txtxtxx )(.).........(, 110   
Then the array output y (t) is defined as 

)()( txwty H      
The array factor in the direction (θ,φ), where θ is the 
angle of elevation and φ is the azimuthal angle of 
plane wave incident on antenna array, is defined as 

),(),(  awf H       

Where ),( a is the steering vector in direction 
),(  The steering vector ),(  ,describes the phase 

of the signal available at each array element relative 
to the phase of signal at the reference element. The 
steering vector is  

 Maaa ,().........,(,1),( 11  

The angle pair ),(  is called the Direction of 
Arrival (DOA) of the plane wave. In general the 
utility of an antenna array is determined by a number 

 
International Journal of Trend in Scientific Research and Development (IJTSRD) ISSN: 2456

@ IJTSRD  |  Available Online @ www.ijtsrd.com |  Volume – 2  |  Issue – 3  | Mar-Apr 2018

 
Fig. 2 Block diagram of a communication system 
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   (1) 
Where H is the Hermitian transpose. The signal from 
each antenna element are grouped in a data vector  

   (2) 
Then the array output y (t) is defined as  

   (3) 
The array factor in the direction (θ,φ), where θ is the 
angle of elevation and φ is the azimuthal angle of 
plane wave incident on antenna array, is defined as  

   (4) 

is the steering vector in direction 

,describes the phase 
of the signal available at each array element relative 
to the phase of signal at the reference element. The 

T)    (5) 

is called the Direction of 
Arrival (DOA) of the plane wave. In general the 
utility of an antenna array is determined by a number 

of factors like the aperture of the array determine the 
maximum gain that the array can achieve, similarly 
the number of elements determine the degree of 
freedom. 
 
III. ADAPTIVE PROCESSING
 
Adaptive processing represents a significant part of 
the subject of statistical signal processing upon 
which they are founded. Many differe
algorithms are here. We are discussing some linear 
adaptive algorithms in this article
 
A. The LMS Algorithms  
The LMS adaptive algorithm is a practical method 
for finding close approximate solutions to the 
Wiener-Hopf equations which is not dependent on 
priori knowledge of the autocorrelation of the input 
process and the cross correlation between the input 
and the desired output, steepest gradient descent as 
defined by 

[{][]1[ 2 keEkwkw  

Where  is a small positive gain factor that 
controls stability and rate of convergence. The true 
gradient of the mean square error function, 

]}[{ 2 keE can be estimated by an instantaneous 

gradient by assuming that   
single error sample, is an adequate estimate of the 
mean square error. 
The Widrow-Hoff LMS algorithm can be defined as 

][2][]1[ xkekwkw 

Where: 
  = learning rate parameter.

][ke  = error (desired output - actual output).

][kx =
  p txtxtx )(.).........(, 110 

              vector at instance k. 

][kw =
  p twtwtw (.).........(, 110 

              weight vector at instance 
 
The LMS has following important properties 
 it can be used to solve the wiener hopf equation 

without finding matrix inversion 
 it is capable to delivering high performance 

during the adaptation process
 it is stable and robust for a variety of signal 

condition  
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T

, the tap  

Tt)
the tap- 
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 it does not required the availability of  
autocorrelation matrix of the filter input and cross 
correlation between filter input and its desired 
signal. 

 
B. The Normalised LMS Algorithm 
The problem with LMS algorithms is that if the input 
vector magnitude is large the filter weights also 
change by a larger amount. It could be desirable to 
normalise this vector in some way. This algorithm is 
a variation of the constant-step-size LMS algorithm 
and uses a data dependent step size at each iteration. 
It avoids the need for estimating the eigenvalues of 
the correlation matrix. The algorithm normally has 
better convergence performance and less signal
sensitivity compared to the normal LMS algorithm.

In normalised LMS algorithm the input vector 

the desired response ][kd and the current filter 

weights ][kw  are given and we find the updated filter 

weights ]1[ kw that minimise the squared Euclidean 

norm of the difference      ]1[ wkw 

the constraint ][]1[][ kxkwkd  . The weight update 
equation for NLMS is given by  
 

)][(

][2
][]1[

2
x

kxa

ke
kwkw






Where a > 0 
 
C. Recursive Least Squares Estimation
Recursive Least Squares (RLS) estimation is a 
special case of Kalman filtering. It is actually an 
extension of Least Square Estimation where the 
estimate of the coefficients of an optimum filter are 
updated using a combination of the previous set of 
coefficients and a new observation. In RLS we 
consider a zero mean complex valued time series 

.....2,1],[ ikx  and a corresponding set of desired 

filter responses ][kd . Vector samples from the time 
series are denoted as, 
 

pkxkxkxkx []......1[],[[][ 

 
and the coefficients of a time-varying FIR filter at 
time n are denoted as, 
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The error between the desired response at time 
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The error term )(n  for this can be defined by
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IV. COMPARISON BETWEEN LMS AND 

RLS ALGORITHMS

Figure 3: PN(w(n)) vs. the iteration number
 
In figure 3, A linear array of ten elements with half
wavelength spacing is assumed. The variance of 
uncorrelated noise present on each element is 
assumed to be equal to 0.1; two interference sources 
are assumed to be present. The first interference falls 
in the main lobe of the conventional array pattern and 
makes an angle of 98° with the line of the array. The 
power of this interference is taken to be 10 dB more 
than the uncorrelated noise power. The second 
interference makes an angle of 72° with the line of 
the array and falls in the first side
conventional pattern. The power of this interference 
is 30 dB more than the uncorrelated noise power. 
The look direction is broadside to the array.
 
For the improved LMS algorithm the gradient step 
size μ is taken to be equal to 0.00005 and for the 
RLS algorithm ε0 is taken to be 0.0001. According to 
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]                   (11) 

for this can be defined by 

2
][][ kXnwT

    (12) 
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the figure 3, for a weak signal the RLS algorithm 
performs better than the improved algorithm.  
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