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ABSTRACT 
 
This paper specially exhibits about the time delay and 
mean square stochastic differential equations in 
impetuous stabilization is analyzed. By projecting a 
delay differential inequality and using the stochastic 
analysis technique, a few present stage for mean 
square exponential stabilization are survived. It is 
express that an unstable stochastic delay system can 
be achieved some stability by impetuous. This 
example is also argued to derived the efficiency of the 
obtained results. 
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1.  INTRODUCTION 

Impetuous control and stability has been extensively 
the variety of areas has found many application to be 
studied over the past centuries, such as orbital transfer 
of satellite [11], ecosystems management [12,13], 
dosage supply in pharmacokinetics [14], and stability 
and synchronization in chaotic secure comm
systems and other chaotic systems [15,16]. At present, 
many significant results for the impetuous
stabilization of delay differential systems.

Systematically, the input states of systems not only 
get the disturbance of delay phenomena, but also 
the disturbance of  mean square stochastic phenomena 
in many practical problems. In current years, the 
stability investigation of impetuous stochastic delay 
differential systems is catching to many authors, and a 
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This paper specially exhibits about the time delay and 
mean square stochastic differential equations in 
impetuous stabilization is analyzed. By projecting a 

using the stochastic 
analysis technique, a few present stage for mean 
square exponential stabilization are survived. It is 
express that an unstable stochastic delay system can 
be achieved some stability by impetuous. This 

the efficiency of the 

Impetuous stabilization, mean square 
stochastic delay differential equation, differential 

tability has been extensively 
the variety of areas has found many application to be 

, such as orbital transfer 
, ecosystems management [12,13], 

dosage supply in pharmacokinetics [14], and stability 
and synchronization in chaotic secure communication 
systems and other chaotic systems [15,16]. At present, 

esults for the impetuous control and 
systems. 

Systematically, the input states of systems not only 
get the disturbance of delay phenomena, but also get 

stochastic phenomena 
current years, the 

investigation of impetuous stochastic delay 
to many authors, and a 

large number of stability criteria of these systems 
have been reported [1-6]. However, these criteria are 
all needed so that the corresponding
stochastic delay differential systems 
impetuous must be stable itself, which implies that the 
impetuous are only to inhibit the stability of 
square stochastic delay differential systems. 
Although, it is known that ther is no general rule for 
guiding how a proper Lyapunov functional can be 
constructed for a given model.
impetuous to projecting a new approach to studying 
the impetuous stabilization of mean square stochastic 
functional differential equations without resorting to 
the Lyapunov functional. 

Without motivation from the above discussions, our 
main aim in this paper is to the study the time delay 
and mean square stochastic differential eq
impetuous stabilization. By projecting a delay
differential inequality and using the stochastic 
analysis technique, some sufficient conditions for 
mean square exponential stability are obtained.

2. Model and Preliminaries 

In this paper, unless otherwise specified, we adopt the 
standard notation used previously by Yang [8]. Let E 
denote the n-dimensional unit matrix, 
Euclidean norm,  

𝒩 ≜ {1,2, … , 𝑛}, ℕ ≜ {1,2, …
(0, ∞). for 𝐴 ∈ ℝ௡×௡, 𝜆௠௔௫
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large number of stability criteria of these systems 
]. However, these criteria are 

all needed so that the corresponding mean square 
stochastic delay differential systems without 
impetuous must be stable itself, which implies that the 
impetuous are only to inhibit the stability of mean 

y differential systems. 
, it is known that ther is no general rule for 

guiding how a proper Lyapunov functional can be 
n model. Therefore, it is very 

impetuous to projecting a new approach to studying 
on of mean square stochastic 

functional differential equations without resorting to 

Without motivation from the above discussions, our 
main aim in this paper is to the study the time delay 
and mean square stochastic differential equations in 
impetuous stabilization. By projecting a delay 
differential inequality and using the stochastic 
analysis technique, some sufficient conditions for 
mean square exponential stability are obtained. 

 

In this paper, unless otherwise specified, we adopt the 
standard notation used previously by Yang [8]. Let E 

dimensional unit matrix, |. | denote the 

}, ℝା = [0, ∞), ℝା
଴ =

௠௔௫(𝐴)𝑎𝑛𝑑 𝜆௠௜௡(𝐴) are 
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largest and smallest singular values of A, respectively. 
‖𝐴‖ = ඥ𝜆௠௔௫(𝐴்𝐴). 

B[X,Y] denotes the space of continuous mappings 
from the topological space Y. In particular, let 
𝐵 ≜ 𝐵[[−𝜏, 0], ℝ௡], where 𝜏 > 0: 

PB[𝕁, ℝ୬] = {ψ: 𝕁 → ℝ୬ ∣
ψ(s)is continuous for all but at most 
countable ponit s ∈ 𝕁 and at these points ∈
𝕁, ψ(sା)andψ(sି) exist and ψ(s) = ψ(sା)}, 

Where 𝕁 ⊂ ℝ is an interval, ψ(sା)andψ(sି) denot the 
right-hand and left-hand limits of function ψ(s) at 
time s, respectively. In particular, let 𝑃𝐵 ≜

𝑃𝐵ൣ[−𝜏, 0], ℝ௡൧: 

ℋ = {ℎ(𝑠): ℝ → ℝା
଴ ∣

ℎ(𝑠)𝑖𝑠 𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑙 𝑎𝑛𝑑 𝑠𝑎𝑡𝑖𝑠𝑓𝑖𝑒𝑠 sup௧ஹ௧బ
∫ ℎ(𝑠)𝑑𝑠 =

௧

௧ିఛ

𝐻 < ∞, 𝑎𝑛𝑑 lim௧→∞ ∫ ℎ(𝑠)𝑑𝑠 =
௧

௧బ

∞,  𝑤ℎ𝑒𝑟𝑒 𝐻 𝑖𝑠 𝑎 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡}.  

For 𝜑 ∈ 𝐵[𝕁, ℝ୬] 𝑜𝑟 𝜑 ∈ 𝑃𝐵[𝕁, ℝ୬], we 
define[𝜑(𝑡)]ఛ = ([𝜑ଵ(𝑡)]ఛ , … , [𝜑௡(𝑡)]ఛ)்,     
[𝜑௜(𝑡)]ఛ = supିఛஸ௦ஸ଴{𝜑௜(𝑡 + 𝑠)},  𝑖 ∈ 𝒩, And 
𝐷ା𝜑(𝑡) denotes the upper right-hand derivative of 
𝜑(𝑡) at time t. 

Let (Ω, ℱ, {ℱ௧}௧ஹ଴, 𝑃) be a complete probability space 
with a filtration {ℱ௧}௧ஹ଴ satisfying the usual 
conditions        ( i.e., it is right continuous and ℱ଴ 
contains all p-null sets ). Let 
𝑃𝐵ℱబ

௕ ൣ[−𝜏, 0], ℝ௡൧(𝑃𝐵ℱ೟

௕ ൣ[−𝜏, 0], ℝ௡൧) denote the 
family of all bounded ℱ଴(ℱ௧)-measurable, 
 𝑃𝐵ൣ[−𝜏, 0], ℝ௡൧-valued random variable 𝜙, satisfying 
‖𝜙‖

௅మ
ଶ = supିఛஸఏஸ଴ 𝔼|𝜙(𝜃)|ଶ < ∞, where 𝔼 denotes 

the expectation of stochastic process. Let ℒ denote the 
well-known ℒ-operator given by the Ito formula.  

In this paper, we consider the following Ito impetuous 
stochastic delay systems: 

⎩
⎪
⎨

⎪
⎧ 𝑑𝑥(𝑡) = ቂ𝐴(𝑡)𝑥(𝑡) + 𝑓 ቀ𝑡, 𝑥൫𝑡 − 𝜏(𝑡)൯ቁቃ 𝑑𝑡 +          

            𝜎 ቀ𝑡, 𝑥(𝑡), 𝑥൫𝑡 − 𝜏(𝑡)൯ቁ 𝑑𝑤(𝑡), 𝑡 ≠ 𝑡௞ , 𝑡 ≥ 𝑡଴,

∆𝑥 = 𝑥(𝑡௞
ା) − 𝑥(𝑡௞

ି) = 𝐼௞𝑥(𝑡௞
ି),                                      

𝑥(𝑡଴ + 𝑠) = 𝜙(𝑠), 𝑠 ∈ [−𝜏, 0],                                          

  

                                                    (1) 

Where the initial function 

𝜙(𝑠) = ൫ 𝜙ଵ(𝑠), … ,  𝜙௡(𝑠)൯
்

∈ 𝑃𝐵ℱ೟

௕ ൣ[−𝜏, 0], ℝ௡൧. 

𝐴(𝑡) = ℎ(𝑡)𝐴, ℎ(𝑡) ∈ ℋ, 𝐴 ∈ ℝ௡×௡. 𝐼௞ ∈ ℝ௡×௡, 0 ≤
𝜏(𝑡) ≤ 𝜏, 𝜏 𝑖𝑠 𝑎 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡, and fixed impetuous 
moment 𝑡௞(𝑘 ∈ ℕ) satisfy 𝑡ଵ < 𝑡ଶ < ⋯  and 
lim௞→∞ 𝑡௞ = ∞. 𝑓: ℝା × ℝ௡ → ℝ௡ 𝑎𝑛𝑑 𝜎: ℝା × ℝ௡ ×
ℝ௡ → ℝ௡×௠ are piecewise continuous vector-valued 
functions with 𝑓(𝑡, 0) = 𝜎(𝑡, 0,0) ≡ 0,  𝑡 ∈ ℝା, and 
ensuring the existence and uniqueness of (1). One 
may refer to[9,10] for the results on the existence and 
uniqueness of solutions of impetuous stochastic 
system.  

The solution 𝑥(𝑡) = ൫𝑥ଵ(𝑡), … , 𝑥௡(𝑡)൯
்

  is a PB –
valued stochastic process. 

     𝑤(𝑡) = ൫𝑤ଵ(𝑡), … , 𝑤௠(𝑡)൯
்
 is an m-dimensional 

Brownian motion defined (Ω, ℱ, {ℱ௧}௧ஹ଴, 𝑃). 

Definition 2.1 

The trivial solution of (1) is said to be globally mean 
square asymptotically stable if for any given initial 
condition 𝜙 ∈ 𝑃𝐵ℱబ

௕ ൣ[−𝜏, 0], ℝ௡൧ such that  

lim
௧→∞

𝔼|𝑥(𝑡, 𝑡଴, 𝜙)|ଶ = 0. 

Definition 2.2 

The trivial solution of (1) is said to be globally mean 
square exponentially stable if there exist constants 
𝜆 > 0 and 𝑘 > 1 such that for any solution x(t) with 
the initial condition 𝜙 ∈ 𝑃𝐵ℱబ

௕ ൣ[−𝜏, 0], ℝ௡൧, 

𝔼|𝑥(𝑡)|ଶ ≤ 𝑘‖𝜙‖
௅మ
ଶ 𝑒ିఒ(௧ି௧బ),   𝑡 ≥ 𝑡଴.  

3. Main results 

  In this section, we will first projecting an 
impetuous differential inequality with delays and then 
investigate the mean square stability of (1) by 
employing the obtained impetuous differential 
inequality, and stochastic analysis technique. It is 
shown that an unstable stochastic delays system can 
be successfully stabilized by impetuous. 

Theorem 3.1  

Let 𝑞 ≥ 0, and 𝑋(𝑡), 𝑌(𝑡) ∈ 𝑃𝐵[[𝑡଴, ∞), ℝ] be a 
solution of the following impetuous delay differential 
inequality with the initial condition 𝑋(𝑡), 𝑌(𝑡) ∈
𝑃𝐵, −𝜏 ≤ 𝑠 ≤ 𝑡଴, 
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ቐ

𝐷ା𝑋(𝑡) ≤ ℎ(𝑡)[−𝑃𝑋(𝑡) + 𝑞[𝑋(𝑡)]ఛ],   𝑡 ≠ 𝑡௞ , 𝑡 ≥ 𝑡଴

𝑋(𝑡௞) ≤ 𝛼௞ 𝑋(𝑡௞̅),            0 < 𝛼௞ିଵ < 1, 𝑘 ∈ ℕ,          

𝑋(𝑡଴ + 𝑠) = 𝜙(𝑠) ∈ 𝑃𝐵ൣ[−𝜏, 0], ℝ൧       − 𝜏 ≤ 𝑠 ≤ 0 

    

+  

 ቐ

𝐷ା𝑌(𝑡) ≤ ℎ(𝑡)[−𝑃𝑌(𝑡) + 𝑞[𝑌(𝑡)]ఛ],   𝑡 ≠ 𝑡௡, 𝑡 ≥ 𝑡଴

𝑌(𝑡௡) ≤ 𝛼௡ 𝑌(𝑡௡̅),            0 < 𝛼௡ିଵ < 1, 𝑛 ∈ ℕ,          

𝑌(𝑡଴ + 𝑠) = 𝜙(𝑠) ∈ 𝑃𝐵ൣ[−𝜏, 0], ℝ൧       − 𝜏 ≤ 𝑠 ≤ 0 

     

                                                                       (2) 

Where ℎ(𝑡) ∈ ℋ. Assume that the following 
condition is satisfied  

ቀ−𝑝 +
௤

ఈೖషభ
ቁ ቀ∫ ℎ(𝑠)𝑑𝑠

௧ೖ

௧ೖషభ
ቁ +

ቀ−𝑝 +
௤

ఈ೙షభ
ቁ ቀ∫ ℎ(𝑠)𝑑𝑠

௧೙

௧೙షభ
ቁ < −𝐼𝑛𝛼௞ିଵ − 𝐼𝑛𝛼௡ିଵ ,

𝑘 ∈ ℕ.                                                     (3) 

Then there exist a constant 𝑀 ≥ 1, 𝐺 ≥ 1 and a small 
enough number 𝜆 > 0, 𝜇 > 0 such that  

𝑋(𝑡) + 𝑌(𝑡) ≤

‖𝜙‖𝑀𝑒
ିఒ ∫ ℎ(௦)ௗ௦

೟
೟బ + ‖𝜙‖𝐺𝑒

ିఓ ∫ ℎ(௦)ௗ௦
೟

೟బ ,   𝑡 ≥ 𝑡଴                   
(4) 

Where ‖𝜙‖ = supିఛஸ௦ஸ଴|𝜙(𝑠)|, and the constants 
𝜆 > 0, 𝜇 > 0 satisfies the following inequality 

ቀ2𝜆 − 𝑝 +
௤௘ഊಹ

ఈೖషభ
ቁ ቀ∫ ℎ(𝑠)𝑑𝑠

௧ೖ

௧ೖషభ
ቁ + ቀ2𝜇 − 𝑝 +

௤௘ഋಹ

ఈ೙షభ
ቁ ቀ∫ ℎ(𝑠)𝑑𝑠

௧೙

௧೙షభ
ቁ < −𝐼𝑛𝛼௞ିଵ − 𝐼𝑛𝛼௡ିଵ , 𝑘 ∈

ℕ, 𝑛 ∈ ℕ.      (5)   

Proof  

We shall show that  

𝑋(𝑡) + 𝑌(𝑡) ≤

‖𝜙‖𝑀𝑒
ିఒ ∫ ℎ(௦)ௗ௦

೟
೟బ + ‖𝜙‖𝐺𝑒

ିఓ ∫ ℎ(௦)ௗ௦
೟

೟బ    , 𝑡 ∈
[𝑡௞ିଵ, 𝑡௞), 𝑘 ∈ ℕ & 𝑡 ∈ [𝑡௡ିଵ, 𝑡௡), 𝑛 ∈
ℕ.                         (6)  

By using the continuity, from (3) we know that there 
must there must exist a positive constants 𝜆 𝑎𝑛𝑑 𝜇 
such that for all (5) holds. 

Let   𝛾 = 𝑠𝑢𝑝௞∈ℕ{
ଵ

ఈೖషభ
} ≥ 1  and 𝛿 =

𝑠𝑢𝑝௡∈ℕ{
ଵ

ఈ೙షభ
} ≥ 1 in (5), then we can select constant 

𝜂 > 0, 𝜌 > 0 such that for all 𝑘 ∈ ℕ, 𝑛 ∈ ℕ. 

−2𝑝 + 𝛾𝑞𝑒ఒு + 𝛿𝑞𝑒ఓு < −𝐼𝑛𝛼௞ିଵ − 𝐼𝑛𝛼௡ିଵ , 𝑘 ∈
ℕ, 𝑛 ∈ ℕ.                         (7)   

And  

(𝜂 + 𝜆) ቀ∫ ℎ(𝑠)𝑑𝑠
௧ೖ

௧ೖషభ
ቁ + (𝜌 + 𝜇) ቀ∫ ℎ(𝑠)𝑑𝑠

௧೙

௧೙షభ
ቁ <

−𝐼𝑛𝛼௞ିଵ − 𝐼𝑛𝛼௡ିଵ ≤ 𝐼𝑛𝛾 + 𝐼𝑛𝛿                         (8) 

From (8) we can choose  𝑀 ≥ 1, 𝐺 ≥ 1  such that  

1 < 𝑒
(ఎାఒ) ∫ ℎ(௦)ௗ௦

೟భ
೟బ + 𝑒

(ఘାఓ) ∫ ℎ(௦)ௗ௦
೟భ

೟బ ≤ 𝑀 + 𝐺 ≤

𝛾𝑒
ఒுି(ఎାఒ) ∫ ℎ(௦)ௗ௦

೟భ
೟బ 𝑒

(ఎାఒ) ∫ ℎ(௦)ௗ௦
೟భ

೟బ +

𝛿𝑒
ఓுି(ఘାఓ) ∫ ℎ(௦)ௗ௦

೟భ
೟బ 𝑒

(ఘାఓ) ∫ ℎ(௦)ௗ௦
೟భ

೟బ .  (9)                                                                               

It then follows that  

‖𝜙‖ < ‖𝜙‖𝑒
ఎ ∫ ℎ(௦)ௗ௦

೟భ
೟బ + ‖𝜙‖𝑒

ఘ ∫ ℎ(௦)ௗ௦
೟భ

೟బ

≤ ‖𝜙‖𝑀𝑒
ିఒ ∫ ℎ(௦)ௗ௦

೟భ
೟బ

+ ‖𝜙‖𝐺𝑒
ିఓ ∫ ℎ(௦)ௗ௦

೟భ
೟బ    (10) 

We first prove that  

𝑋(𝑡) + 𝑌(𝑡) ≤

‖𝜙‖𝑀𝑒
ିఒ ∫ ℎ(௦)ௗ௦

೟
೟బ + ‖𝜙‖𝐺𝑒

ିఓ ∫ ℎ(௦)ௗ௦
೟

೟బ    , 𝑡 ∈
[𝑡଴, 𝑡ଵ).       (11) 

To do this, we only to prove that  

𝑋(𝑡) + 𝑌(𝑡)

≤ ‖𝜙‖𝑀𝑒
ିఒ ∫ ℎ(௦)ௗ௦

೟భ
೟బ

+ ‖𝜙‖𝐺𝑒
ିఓ ∫ ℎ(௦)ௗ௦

೟భ
೟బ                              (12) 

If (12) is not true, by (10), then there exists some 
𝑡̅ ∈ (𝑡଴, 𝑡ଵ) such that  

𝑋(𝑡)̅ + 𝑌(𝑡)̅ > ‖𝜙‖𝑀𝑒
ିఒ ∫ ℎ(௦)ௗ௦

೟భ
೟బ

+ ‖𝜙‖𝐺𝑒
ିఓ ∫ ℎ(௦)ௗ௦

೟భ
೟బ    

≥ ‖𝜙‖𝑒
ఎ ∫ ℎ(௦)ௗ௦

೟భ
೟బ + ‖𝜙‖𝑒

ఘ ∫ ℎ(௦)ௗ௦
೟భ

೟బ

> ‖𝜙‖ ≥ 𝑢(𝑡଴ + 𝑠),   𝑠 ∈ [−𝜏, 0]  

                                                              (13) 

Which implies that there exists some 𝑡∗ ∈ (𝑡଴, 𝑡̅) such 
that  

𝑋(𝑡∗) + 𝑌(𝑡∗) =

‖𝜙‖𝑀𝑒
ିఒ ∫ ℎ(௦)ௗ௦

೟భ
೟బ + ‖𝜙‖𝐺𝑒

ିఓ ∫ ℎ(௦)ௗ௦
೟భ

೟బ ,
𝑎𝑛𝑑  𝑋(𝑡) + 𝑌(𝑡) ≤ 𝑋(𝑡∗) + 𝑌(𝑡∗),    𝑡 ∈ [𝑡଴ − 𝜏, 𝑡∗]           
(14) 
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And there exists 𝑡∗∗ ∈ [𝑡଴, 𝑡∗) such that 

𝑋(𝑡∗∗) + 𝑌(𝑡∗∗) = ‖𝜙‖,      𝑎𝑛𝑑 𝑋(𝑡∗∗) + 𝑌(𝑡∗∗) ≤
𝑋(𝑡) + 𝑌(𝑡) ≤ 𝑋(𝑡∗) + 𝑌(𝑡∗),         𝑡 ∈ [𝑡∗∗, 𝑡∗].                         
(15) 

Hence, we get for any 𝑠 ∈ [−𝜏, 0], 

𝑋(𝑡 + 𝑠) + 𝑌(𝑡 + 𝑠)

≤ ‖𝜙‖𝑀𝑒
ିఒ ∫ ℎ(௦)ௗ௦

೟భ
೟బ + ‖𝜙‖𝐺𝑒

ିఓ ∫ ℎ(௦)ௗ௦
೟భ

೟బ

≤ ‖𝜙‖𝛾𝑒
ఒுି(ఎାఒ) ∫ ℎ(௦)ௗ௦

೟భ
೟బ 𝑒

(ఎାఒ) ∫ ℎ(௦)ௗ௦
೟భ

೟బ

+ ‖𝜙‖𝛿𝑒
ఓுି(ఘାఓ) ∫ ℎ(௦)ௗ௦

೟భ
೟బ 𝑒

(ఘାఓ) ∫ ℎ(௦)ௗ௦
೟భ

೟బ

= 𝛾𝑒ఒு𝑋(𝑡∗∗) + 𝛿𝑒ఓு𝑌 ≤ 𝛾𝑒ఒு𝑋(𝑡) + 𝛿𝑒ఓு𝑌(𝑡),
𝑡 ∈ [𝑡∗∗, 𝑡∗].                                               (16) 

Thus, by (7) and (16), we have 

𝐷ା𝑋(𝑡) ≤ ℎ(𝑡)[−𝑝𝑋(𝑡) + 𝑞[𝑋(𝑡)]ఛ] ≤ ℎ(𝑡)ൣ−𝑝 +

𝛾𝑞𝑒ఒு]𝑋(𝑡) ≤ ℎ(𝑡)(𝜂 − 𝜆)𝑋(𝑡), 𝑡 ∈ [𝑡∗∗, 𝑡∗] + 
𝐷ା𝑌(𝑡) ≤ ℎ(𝑡)[−𝑝𝑌(𝑡) + 𝑞[𝑌(𝑡)]ఛ] 

≤ ℎ(𝑡)[−𝑝 + 𝛿𝑞𝑒ఓு]𝑌(𝑡) ≤ ℎ(𝑡)(𝜌 − 𝜇)𝑌(𝑡), 𝑡 ∈
[𝑡∗∗, 𝑡∗]             (17)                                                      

It follows from (10),(14) and (15) that 

𝑋(𝑡∗) + 𝑌(𝑡∗) ≤ 𝑋(𝑡∗∗)𝑒(ఎିఒ) ∫ ℎ(௦)ௗ௦
೟∗

೟∗∗ +

𝑌(𝑡∗∗)𝑒(ఘିఓ) ∫ ℎ(௦)ௗ௦
೟∗

೟∗∗ < ‖𝜙‖𝑒
ఎ ∫ ℎ(௦)ௗ௦

೟భ
೟బ +

‖𝜙‖𝑒
ఘ ∫ ℎ(௦)ௗ௦

೟భ
೟బ ≤ ‖𝜙‖𝑀𝑒

ିఒ ∫ ℎ(௦)ௗ௦
೟భ

೟బ +

‖𝜙‖𝐺𝑒
ିఓ ∫ ℎ(௦)ௗ௦

೟భ
೟బ = 𝑋(𝑡∗) + 𝑌(𝑡∗)                    

                                                          (18) 

Which is contradiction. Hence (12) holds and 
then (6) is true for 𝑘 = 1. Now we assume that (6) 
holds for 𝑘 = 1,2, … , 𝑚(𝑚 ∈ ℕ, 𝑚 ≥ 1), 

𝑋(𝑡) + 𝑌(𝑡) ≤

‖𝜙‖𝑀𝑒
ିఒ ∫ ℎ(௦)ௗ௦

೟
೟బ + ‖𝜙‖𝐺𝑒

ିఓ ∫ ℎ(௦)ௗ௦
೟

೟బ , 𝑡 ∈
[𝑡௞ିଵ, 𝑡௞),  

 𝑘 = 1,2, … , 𝑚.                                                                    

                                                        (19) 

Next, To find equation (6) holds for 𝑘 = 𝑚 + 1, 
(𝑡) + 𝑌(𝑡) ≤

‖𝜙‖𝑀𝑒
ିఒ ∫ ℎ(௦)ௗ௦

೟
೟బ + ‖𝜙‖𝐺𝑒

ିఓ ∫ ℎ(௦)ௗ௦
೟

೟బ  ,    𝑡 ∈
[𝑡௠, 𝑡௠ାଵ).                                      

                                                           (20) 

For the reasons of contradiction, suppose (20) is not 
true. Then we define  

𝑡̅ =
inf{𝑡 ∈ [𝑡௠, 𝑡௠ାଵ)|𝑋(𝑡) + 𝑌(𝑡) >

‖𝜙‖𝑀𝑒
ିఒ ∫ ℎ(௦)ௗ௦

೟
೟బ + ‖𝜙‖𝐺𝑒

ିఓ ∫ ℎ(௦)ௗ௦
೟

೟బ }.                 

                                                          (21) 

By (8) and (19), we have 

𝑋(𝑡௠) + 𝑌(𝑡௠)

≤ 𝛼௠‖𝜙‖𝑀𝑒
ିఒ ∫ ℎ(௦)ௗ௦

೟೘
೟బ + 𝛼௠‖𝜙‖𝐺𝑒

ିఓ ∫ ℎ(௦)ௗ௦
೟೘

೟బ

< 𝛼௠𝑒
ఒ ∫ ℎ(௦)ௗ௦

೟೘శభ
೟೘ ‖𝜙‖𝑀𝑒

ିఒ ∫ ℎ(௦)ௗ௦
೟ത

೟బ

+ 𝛼௠𝑒
ఓ ∫ ℎ(௦)ௗ௦

೟೘శభ
೟೘ ‖𝜙‖𝐺𝑒

ିఓ ∫ ℎ(௦)ௗ௦
೟ത

೟బ

< ‖𝜙‖𝑀𝑒
ିఒ ∫ ℎ(௦)ௗ௦

೟ത

೟బ

+ ‖𝜙‖𝐺𝑒
ିఓ ∫ ℎ(௦)ௗ௦

೟ത

೟బ ,                            (22) 

And so 𝑡̅ ≠ 𝑡௠. By utilizing the continuity of  
𝑋(𝑡) + 𝑌(𝑡) in the interval [𝑡௠, 𝑡௠ାଵ), we get  

𝑋(𝑡)̅ + 𝑌(𝑡)̅ =

‖𝜙‖𝑀𝑒
ିఒ ∫ ℎ(௦)ௗ௦

೟ത

೟బ + ‖𝜙‖𝐺𝑒
ିఓ ∫ ℎ(௦)ௗ௦

೟ത

೟బ , 𝑎𝑛𝑑  𝑋(𝑡) +
𝑌(𝑡) ≤ 𝑋(𝑡)̅ + 𝑌(𝑡)̅, 𝑡 ∈ [𝑡௠, 𝑡̅].                      (23)                    

From (22), we know that there exist some 𝑡∗ ∈ (𝑡௠, 𝑡̅) 
such that  

𝑋(𝑡∗) + 𝑌(𝑡∗) =

𝛼௠𝑒
ఒ ∫ ℎ(௦)ௗ௦

೟೘శభ
೟೘ ‖𝜙‖𝑀𝑒

ିఒ ∫ ℎ(௦)ௗ௦
೟ത

೟బ +

𝛼௠𝑒
ఓ ∫ ℎ(௦)ௗ௦

೟೘శభ
೟೘ ‖𝜙‖𝐺𝑒

ିఓ ∫ ℎ(௦)ௗ௦
೟ത

೟బ ,     

                          𝑎𝑛𝑑 𝑋(𝑡∗) + 𝑌(𝑡∗) ≤ 𝑋(𝑡) + 𝑌(𝑡) ≤
𝑋(𝑡)̅ + 𝑌(𝑡)̅,     𝑡 ∈ [𝑡௠, 𝑡̅].                                                    
(24) 

On the other hand, for any 𝑡 ∈ [𝑡∗, 𝑡]̅ , 𝑠 ∈
[−𝜏, 0], either 𝑡 + 𝑠 ∈ [𝑡଴ − 𝜏, 𝑡௠)𝑜𝑟 𝑡 + 𝑠 ∈ [𝑡௠, 𝑡̅].  
Two cases will be discussed as follows. If 𝑡 + 𝑠 ∈
[𝑡଴ − 𝜏, 𝑡௠), from (19),we obtain        𝑋(𝑡 + 𝑠) +

𝑌(𝑡 + 𝑠) ≤ ‖𝜙‖𝑀𝑒
ିఒ ∫ ℎ(௦)ௗ௦

೟
೟బ 𝑒ିఒ ∫ ℎ(௦)ௗ௦

೟శೞ
೟ +

‖𝜙‖𝐺𝑒
ିఓ ∫ ℎ(௦)ௗ௦

೟
೟బ 𝑒ିఓ ∫ ℎ(௦)ௗ௦

೟శೞ
೟ ≤   

                             ‖𝜙‖𝑀𝑒
ିఒ ∫ ℎ(௦)ௗ௦

೟
೟బ 𝑒ఒு +

‖𝜙‖𝐺𝑒
ିఓ ∫ ℎ(௦)ௗ௦

೟
೟బ 𝑒ఓு 

≤ ‖𝜙‖𝑒ఒு𝑒
ఒ ∫ ℎ(௦)ௗ௦

೟೘శభ
೟೘ 𝑀𝑒

ିఒ ∫ ℎ(௦)ௗ௦
೟ത

೟బ + 
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‖𝜙‖𝑒ఓு𝑒
ఓ ∫ ℎ(௦)ௗ௦

೟೘శభ
೟೘ 𝐺𝑒

ିఓ ∫ ℎ(௦)ௗ௦
೟ത

೟బ     (25)     

    if 𝑡 + 𝑠 ∈ [𝑡௠, 𝑡̅], form (23), then 

𝑋(𝑡 + 𝑠) + 𝑌(𝑡 + 𝑠) = ‖𝜙‖𝑀𝑒
ିఒ ∫ ℎ(௦)ௗ௦

೟ത

೟బ +

‖𝜙‖𝐺𝑒
ିఓ ∫ ℎ(௦)ௗ௦

೟ത

೟బ      ≤

‖𝜙‖𝑒ఒு𝑒
ఒ ∫ ℎ(௦)ௗ௦

೟೘శభ
೟೘ 𝑀𝑒

ିఒ ∫ ℎ(௦)ௗ௦
೟ത

೟బ +

 ‖𝜙‖𝑒ఓு𝑒
ఓ ∫ ℎ(௦)ௗ௦

೟೘శభ
೟೘ 𝐺𝑒

ିఓ ∫ ℎ(௦)ௗ௦
೟ത

೟బ   (26)                              (26)  

In any case, from (24)-(26), we all have for any 
𝑠 ∈ [−𝜏, 0], 

𝑐[𝑋(𝑡 + 𝑠) + 𝑌(𝑡 + 𝑠)] ≤
௘ഊಹ

ఈ೘
𝑋(𝑡∗) +

௘ഋಹ

ఈ೘
𝑌(𝑡∗) ≤

𝛾𝑒ఒு𝑋(𝑡) + 𝛿𝑒ఓு𝑌(𝑡),   𝑡 ∈ [𝑡∗, 𝑡̅] ,                                                   
(27) 

Finally, by (7) and (27), we all have  

𝐷ା[𝑋(𝑡) + 𝑌(𝑡)] ≤ ℎ(𝑡)[(𝜂 − 𝜆)𝑋(𝑡) +
𝜌−𝜇𝑌𝑡.                                         (28)  

 It follows from (8), (23) and (24) that 

𝑋(𝑡)̅ + 𝑌(𝑡̅)

≤ 𝑋(𝑡∗)𝑒(ఎିఒ) ∫ ℎ(௦)ௗ௦
೟ത

೟∗

+ 𝑌(𝑡∗)𝑒(ఘିఓ) ∫ ℎ(௦)ௗ௦
೟ത

೟∗                                           

< 𝑒
ି(ఎାఒ) ∫ ℎ(௦)ௗ௦

೟೘శభ
೟೘ 𝑒

ఒ ∫ ℎ(௦)ௗ௦
೟೘శభ

೟೘ ‖𝜙‖𝑀𝑒
ିఒ ∫ ℎ(௦)ௗ௦

೟ത

೟బ

+ 𝑒
ି(ఘାఓ) ∫ ℎ(௦)ௗ௦

೟೘శభ
೟೘ 𝑒

ఓ ∫ ℎ(௦)ௗ௦
೟೘శభ

೟೘ ‖𝜙‖𝐺

< ‖𝜙‖𝑀𝑒
ିఒ ∫ ℎ(௦)ௗ௦

೟ത

೟బ + ‖𝜙‖𝐺𝑒
ିఓ ∫ ℎ(௦)ௗ௦

೟ത

೟బ  

                    = 𝑋(𝑡)̅ + 𝑌(𝑡̅)                                        (29) 

Which is a contradiction. This implies that the 
assumption is not true, and hence (6) holds for 
𝑘 = 𝑚 + 1. Therefore, by some simple mathematical 
induction, we can obtain that (6) holds for any 𝑘 ∈ ℕ. 
This completes the proof of theorem.  
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