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ABSTRACT

WSNs is a group of inexpensive and autonon
sensor nodes interconnected and work togethe
monitor various environmental conditions such
humidity, temperaturepressure, and other clime
changes. Wireless sensor nodes are randomly i
and communicate themselves through the wire
communication medium. In this paper we comps
the simulation results of the K-mean techniques for
different numbers of nodes like 50, 100 and 150.
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l. INTRODUCTION

The Wireless sensor networks (WSN) are hig
distributed networks of small, lightweight nodedd.

deployed in large numbers to monitor
environment parameters or system by
measurement of physical parameters such

temperature, pressure, or relatifiumidity [2]. Eact
node of the network consists of three subsystehne
sensor subsystem which senses the environmen
processing subsystem = which performs I
computation on the sensed data, and
communication subsystem which is responsible
message exchange with neighbour sensor n.
While individual sensors have limited sensing reg
processing power, and energy, networking a |.
numbers of sensors gives rise to robust, reliadoe
accurate sensor network covering a wider regio.
Wireless Sensor Networks (WSNs) typically con
of a large number of lowest, low-power and
multifunctional wireless sensor nodes. Nodes
equipped with sensing, communication
computation capabilities, where they communicage
a wireless medm and work collaboratively t
accomplish a common task.

To get more efficienand effective result of -mean
algorithm there have been a lot of research hapk
in previous day. All researchers worked on diffel
view and with different idea. Krish and Murty[4]
proposed the genetic Kreans(GKA) algorithm whic
integrate a genetic algorithm witr-means in order to
achieve a global search and fast converg

Components of sensor node

Wireless sensor networks (WSNs) have gained \-
wide consideation in recent years, particularly w
the proliferation in Microkelectrc-Mechanical systems
(MEMS) technology which has facilitated t
development of intelligent sensors. Sensor nod
shown in Figure 1 may also have additic
application dependemomponents such as a locat
finding system, power generator and mobilize
The analog signals produced by the sensors bas
the observed phenomenon are transformed to d
signals by ADC, and then fed into the processing
The processing upi which is generally associat
with a small storage unit, manages the events
make the sensor node collaborate with other noal
carry out the assigned sensing tasks. A transc
unit connects the node to the network [1]. The n
job of sensor ade in a sensor field is to detect
events, perform quick local data processing,
broadcast the data. Energy consumption is a ke
in wireless sensor networks (WSNSs). In a sensoey
energy is consumed by the power supply, the se
the compitation unit and the broadcasting unit. 7
wireless sensor node, being a microelectronicscee
can only be equipped with a limited power sot
(0.5 Ah, 1.2 V) [1].
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Fig 1. Components of a sensor node[1]

Density based Clustering algorithms: Dabjects are
categorized into core points, border points ancge
points. All the core points are connected toge
based on the densities to form cluster. Arbiti
shaped clusters are formed by various cluste
algorithms such as DBSCAN, OPTICS, DBCLD,
GDBSCAN, DENCLU and SUBCLU [3

. K-MEANS CLUSTERING

There are many algorithms for partition cluster
category, such as kmeans clustering (MacQ:
1967), kmedoid clustering, genetic -means
algorithm (GKA), SelfOrganizing Map (SOM) an
also graphtheoretical methods (CLICK, CAST) ¢
k-means is one ofthe simplest unsupervis

learning algorithms that solvedhe wel known
clustering problem, in the procedure follows a da
and easy wato classify a given data :through a
certain number oflusters (assume k clusters) fix
apriority. There are main ides to define k centre’s
one for each cluster. These centdreulc be placed in
a cunning wayecause of different location cau:
different result. So results, the bettboice is to place
them as much as possiliée away from each othi
For the nexstep is to take each point belonging
agiven data set and associate it to the nearestec
When no point is pendinghe first step is complete
and an early group age is done.

After we have these k new cancroids, a new bin
has to be done betwet#re same data s
points andhe nearest new centre. A loop has L
generated. As a result ahis loop we may notice
that the k canters change their location step bp
until no more changes are done ior other words
canters do not move any more.

A. Theprocess of k-means algorithm:

This part briefly describes the standar-means
algorithm. Kmeans is a typical clustering algoritt
in data mining and which is widely used for clustgi
large set of data’s.
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Fig. 2. K-Means Algorithm [5, 6]

A.1 K-mean Algorithm Process

1. Select K points as initial centroi

2. Repeat.

3. Form k clusters by assigning all points to
closest centroid.

4. Recomputed the centroid of each cluster Until
centroid do not change.

I[Il1.  Result Analysisof K-Means Technique
k-means techniques isone of the simplest
unsupervised learningalgorithm: that solve the
well known clustering problem. We considfive
access points of Kaeans technique for 150, 50 &
100 Nodes as shown kigure 3, Figure 4, and Figu
5, respectively.
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Fig. 3: K-means clustering map for 150 Nodes
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