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ABSTRACT

An Artificial Neural Network (ANN) is a structure
data processing pattern that is stimulated by thg
biological nervous systems, such as the b
progress information. The key element of this pat
Is the new structure of the informaticprocessing
system. It is a collection of a large number ofhiyc
interconnected processing elements (neurc
working in union to solve exact problems. This pe
basically focuses on the artificial neural netw
applications. It also considers the irporation of
neural networks with other computing systems £
as vague logic to enhance the construal abilityadé.
Artificial Neural Networks is considered as me
softcomputing technology and have been wic
studied and applied during the last epochs. The
places where neural networks are most widely
problem solving that are in pattern recognitiontac
analysis, control and clustering.

Keywords: neural networks,  sccomputing,
neurones.
l. INTRODUCTION

Artificial intelligence (Al) is defined as intelligenc
showed by an artificial entity to solve compot
problems and such a system is generally assum
be a computer or machine. Artificial neural netws
(ANNs) are widely used in science and technol
with applications in variousidsions of chemistry
physics, and biology. A first wave of notice in nal
networks also known as connectionist models
parallel distributed processing emerged after
introduction of easy neurons by McCulloch and F
in 1943. These neurons weréeved as models ¢
biological neurons and as theoretical component:
circuits that could perform computational ta

Artificial neural networks can be most effectivi

characterised as “computational models” with spe
properties such as theiltly to familiarize or learn tc
generalise, or to cluster or organise data, andiw
operation is based on parallel proces:

Artificial Neural Networkis a computational syst
inspired by the structure, processing Method
learning abilityof a biolgical brain

An ANN is a mathematical representation of
human neural architecture, reflecting its “learrii
and “generalization” abilities. For this reason, Ré
belong to the field of artificial intelligence. ANNare
widely applied in research beuse they can model
highly noniinear systems in which the relationsl
among the variables is unknown or very compc
Some characteristics of artificial neural netwoaks
» A large number of very simple dispensat
neuronkke processing elemet
» A large number of connections between
elements
Distributed representation of knowledge over
connections
-Knowledge is acquired by network througt
learning process.
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Types of Learning inNeural Networks:

» Supervised Learning In supervised learnin
networks inputs as well as equivalent outpu
given to the networks. In frontward the errors
inconsistencies between the desired and a
response for each node in the output layer
found. These are then used to contrceight
changes in the net according to the main lear
rule. The term supervised originates from the
that the anticipated signals on individual out
nodes are provided by an external teac
Examples of supervised learning are the delta
and the perceptron rule [10]

» Unsupervised Learning: In this type of learnin
there is no external teacher. So this kind
learning is usually a clustering technique. Pat
clusters are divided into different clas:
according to inputs. This kind of leing is also
called as selbrganisation. Typical examples ¢
the Hebbian learning rule and the competi
learning rule. Unsupervised learning is much n
significant then supervised learning since it hk
to be much more common in the brain tl
supevised learning. The Kkind of learning
determined by the way in which the change:
network parameters have done.

» Reinforcement learning: This kind of learning i
based upon both supervised and unsupen
learning. Reinforcement learning is learninhat
to do how to map circumstances to actions so
maximize a numerical return signal. In t
learning there is return for correct outputs
penalty for wrong outputs. Reinforcement learr
Is also called learning with a detractor as oppt
to learning with a teacher
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Mathematical model of neural netwoin figure 3
wkO, wkl...... wkp are all are weights to determ

the strengths of inputs vectors Xn vectors. Eaghti
is multiplied with weight vectors
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The output of the neuron yk is outcome some
activation function on the value of»

Il. ARTIFICIAL NEURAL NETWORKS IN
COMPUTER GRAPHICS:
Now a days ANNs play an important role in graphi
fields also. Graphics designers are trying
amalgamate or merge actual or real images
computer generated images for better visualizatic
the output image. Most dhe realisti images can be
generated using Radiosity techniques. Radiosity
computer graphics was first introduced in [Gora
al.1984]. The idea was to feign energy (lic
conveyance from diffuse surfaces. The Radic
method was more developed to account for
interaction ofdiffuse reflection between objects
scenes.
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Graphics Pipeline for Radios

It is generally recognized that «style
implementation of Radiosity is computationally v
expensive and therefore not feasible for use in
(virtual Reality) systems whe practical data sets &
of huge complexity.
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Modeling and animation of human faces is one ol

most problematic tasks in computer graphics to

Facial animations that are created using hieraat

B-spline as the fundamental surface represen.

Neural networks could be used for learning of €

disparity in the face expressions for anime

sequences. Some clustering and machine lea
methods are joint together to learn the correspoce
between the speech acoustic and face anim
paraméers. The key learning machine used for spe
facial animations are HMM, SVM and Neu

Networks.

A. 2D Animation:

Two-dimensional facial animation is commot
founded upon the transformation of imac
including both images from  motionle
photography andequences of video. Morphing
a technique which allows ibetween provisionze
images to be generated between a pair of t
motionless images or between frames fi
sequences of video.

B. 3D Animation: Threedimensional head mode
provide the most preMaag means of generatir
computer facial animation. One of the earl
works on computerized head models for grap
and animation was done by Parke. The model
a mesh of 3D points controlled by a set
conformation and expression parame

Someexpressions displayed by different virti
humans.
Above picture shows different facial expressiontfi
different peoples in different situations. Thus raé
networks and some others machine learning tool:
used for gratitude of expression.

. NEURAL NETWORKS STRENGTHENS
TECHNOLOGY BEHIND ANTIVIRUS
FUNCTIONING:

Artificial neural networks and artificial intelligee

technigues have played ever more important rol

antivirus detection and providing enough strengtr
the internal functioning o&ntivirus so it can dete

and give solutionto all kind of viruses. At prese
some principal artificial intelligence techniqt
applied in antivirus detection including heuris
technique, artificial neural network, data mini
agent technique, arttfial immune and it believes th
it will improve the performance of antivirus detect
systems. IBM's neural network boot detect
technology provides additional security by mimigk
human neurons in learning the difference betw
infected and uninfeetd boot records. By being shov
many examples of viruses and -viruses, the neural
network learned to recognize viruses better tha-
style heuristics hantisned by virus researchers. T
neural network can detect an extremely [t
percentage of newnd unknown boot record virus
automatically. Together, these technologies pro
Norton Antivirus customers superior protect
against both known and unknown boot sector virt

Speech Reading (Lip reading

Lip-Reading has been practiced over centuries
teaching deaf and dumb to speak and cor
effectively with the other People. Speech Visi
another term for lipeading or speech reading, it
technique of understanding spe

Advanced Applications fo Neural Networks an
Artificial Intelligence: byvisually understanding tt
movements of lips, face and tongue using

information provided (if any) by the conte
language, and any remaining hearing. We conver
video of the subject speaking dilent words into
images and then images are further selected mar

for processing.
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The input to a lipreading system consists of a vic
which is first divided into frames. Lips are th
segmented on the firstame and then lip curve
determined. An object tracking mechanism is t
used to track the motion of lips on subsequent éa
The position of lip contour on each frame is stare
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a database. A distinct database of characterssc
maintained. Th position of lip contour is matche
with the characters to determine what the speaks
spoken.

IV.  APPLICATIONS
NEURAL NETWORKS:
1. Data mining:

Data mining is a part of a procedure called K
knowledge discovery in files. This procesonsists
fundamentally of steps that are performed be
resonant out data mining such as data selectida,

OF ARTIFICIAL

cleaning, preprocessing of data, and di
transformation. “Data Mining uses comput
algorithms to discover hidden patterns

unanticipated fationships among elements in a la
data set. Al is a wider area than machine learrmc
systems are knowledge processing syst
Knowledge representation, knowledge acquisit
and inference including search and control, ared
important techniques in Al.

2. Knowledge representation

Data mining seeks to determine interesting patt
from large sizes of Data. These patterns take ua
forms, such as association rules, classificatidast
and decision trees, and therefore, knowle
representation becomes a subject of interestata
mining.

3. Knowledge acquisition:

The discovery process bonds various algorithms
methods with machine learning for the same driv
knowledge acquisition from data learning fr
examples.

4. Knowledge inference:

The patterns discovered from data need to be gd
in various applications and so inference of nar
results is an essential method in data mil
applications. Therefore knowledge representa
knowledge acquisition and knowledge inference,
three fundamental techniques in Al are all relevar
data mining.
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5. Atrtificial Systems:
Expert systems may be measured to be a sub:
Artificial Intelligence. Expert system is an artil
intelligence program that has exj-level knowledge
about a particular domain and knows how to us
knowledge to respond properly. Domain refers to
area within which the task is being completed. ligte
the expert systems should supernumerary a ht
expert. Expert systems are Aicial Intelligence
programs that have expert level knowledge abc
specific domain and know how to use knowledg:
responds properly. Domain refers to the area w
which a specific task is being performed. Idealty
Expert system should substitute human expert.
Edward Feigenbaum of Stanford University
defined expert system as “an intelligent comp
program that uses knowledge and infere
procedures to solve problems that are difficultugyit
to require important human expertise for tf
solutions. Every expert system consists of
principal parts:

A. The knowledge Base

B. Reasoning or Inference Eng

e
ierence cnoine

|
I r\IIUWIb‘UQB Ddbl—)
(Heuristic
Associations)

Expert system using Al approe
Expert system=Knowledge + inference Engi
Program in traditional computer =Data structure+
algorithm

6. Knowledge base:

The knowledge base stores all the facts and
about a particular problem domain. It makes tt
obtainable to the inference engine in a form thean
use. The facts may be in the form of background
built into the system or facthat are input by the us
during a discussion. The rules include both
production rules which applied to the domain of
expert system. The heuristics rules of-thumb that
are provided by the domain expert in order to n
the system find solutien more professionally k
taking short cuts
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7. Inference Engine:

The inference engine is the program that locate:
suitable knowledge in the knowledge base, andsi
new knowledge by applying logical processing
problem-solving strategies.

8. Natural Language Processing:

Natural Language Processing (NLP) is a subfiel
Artificial Intelligence. NLP is a method to analggi
text that is based on both a set of theories aset af
technologies. NLP is a form of hun-to-computer
interaction where thel@ments of human language,
it spoken or written, are formalized so that a catag
can perform value addingasks based on th
interaction. Natural Language Processing conce
with the interactions between computers and na
(human) languages likelindi, English, and Spanis
etc. The foundations of NLP lie in a number
disciplines, viz. computer and information scienu
linguistics, mathematics, electrical and electrc
engineering, artificial intelligence and roboti
psychology, etc.

9. Goal:

The goal of NLP as stated above is “to accomy
humantike language processing”. The choice of
word ,processing is very deliberate, and should 1
be replaced with Understanding.

10. Robotics:

Robotics is one field within artificial intelligeec The
term "artificial intelligence" is defined as systethat
combine sophisticated hardware and software

elaborate databases and knowlebgsed processir
models to demonstrate characteristics effective
human decision making. It involves mechani
usually computecontrolled, devices to perform tas
that require extreme precision or tedious or han#s
work by people. Traditional Robotics uses Artific
Intelligence planning techniques farogram robo
behaviors and works toward robots as techr
devices that have to be developed and controlled
human engineer. The Autonomous Robotics appr
suggests that robots could develop and co
themselves autonomously. These robots are to
adapt to both uncertain and incomplete informatio
constantly changing environments. It lets a sinaal
evolution process develop adaptive robots. The |
intriguing use of robotics, however, is one t
Mitsubishi just recently created. They e
demonstrated robotic fish running Al programs,

swim around in the water. In fact, they look sol

that only a close examination of the fish will ral/
their robotic eyes.

Two of the many research projects of the NI
Artificial Intelligence deparhent include an artificie
humanoid called Cog and his baby brother Kist
What the researchers learn while putting the ro
together will be shared to speed up developn
Once finished, Cog will have everything except e
whereas Kismet has only3&--kilogram head that can
display a wide variety of emotions. Kismet is
autonomous robot designed for social interact
with humans and is part of the larger Cog Pro
This project focuses not on ro-robot interactions,
but rather on the constition of robots that engage
meaningful social exchanges with humans
GOALS of most robotic research projects is
advancement of abilities in one or more of tr
following technological areas Artificial intelligee,
effectors and mobility, senke detection and especial
robotic vision, and control syster

V. CONCLUSION:

The computing world has a lot to gain or bene
from neural networks approaches. Their ability
learn by example makes them very flexible
powerful.. Furthermore there no need to devise an
algorithm in order to perform a specific task tleere
is no need to understand the internal mechanisr
that task.

REFERENCES:

1. “Advanced Applications of Neural Networks &
Artificial Intelligence: A Revie” by Koushal
KumarGour Sundar Mitra Thakt

2. de Rigo, D., Rizzoli, A. E., Son«-Sessa, R.,
Weber, E., Zenesi, P. (20C "Neuro-dynamic
programming for the efficient management
reservoir networks(PDF).Proceedings C
MODSIM 2001

3. Girish Kumar jha, "Artificial Neural Networks
and its applications" international journal
computer science and issues 2!

@ IJTSRD | Available Online @ww.ijtsrd.con | Volume —2 | Issue — 6 | S@pt 201!

Page: 569



