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ABSTRACT 

This paper presents the voice activity detection 
(VAD) using basic parameters. The voice is found to 
have hoarseness in case of thyroid and laryngeal 
cancer patients. It is useful for the better analysis of 
pathological voices in presence of background noise. 
Automatic voice pathology detection and 
classification is important in the voice disorder 
assessment. Here, two pitch detection algorithms are 
used for the analysis. This enhanced voice enables the 
early detection and diagnosis of type of pathology 
related to the patient. 
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1. INTRODUCTION 

Speech signals normally contain many areas of 
silence or noise. Therefore, in speech analysis voice 
activity detection is important for acquiring ”clean” 
speech segments. It is useful in applications like, 
speech-based human-computer interaction, audio
based surveillance systems and in many automatic 
speech recognition systems. The Voice activity 
detection is basically a part of speech pre
The most basic use of silence/noise detection is the 
background noise reduction. The normal tests on 
differentiating silence/noise frame from the speech 
one are usually based on the parameters like [1, 3],
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 Energy of the signal, 
 Zero-crossing rate of the signal,
 Auto correlation coefficients, 
 Spectral features, etc. 

 
A basic VAD is an important front end part of pre 
processing of speech signals. Its working is based on 
the principle of extracting measured features from the 
incoming audio signal which is divided into frames of 
5-40 ms duration. These extracted features from the 
speech signal are then compared with a threshold limit 
estimated from the noise only periods of the input 
signal and a VAD decision is computed. If the feature 
of the input frame is more than  the estimated 
threshold value, a VAD decision (VAD = 1) is 
computed which declares that speech is present. 
Otherwise, a VAD decision (VAD = 0) is computed 
which declares the absence of speech in the input 
frame. The block diagram of a basic VAD is shown in 
fig 1. 

 

 
Fig.(1)According to [5], the required characteristics 
for an ideal voice activity detection are: reliability, 
robustness, accuracy, adaptation, simplicity. Among 

Aug 2017   Page: 423 

6470  |  www.ijtsrd.com  |  Volume - 1 | Issue – 5 

Scientific  
(IJTSRD) 

UGC Approved International Open Access Journal 
 

nalysis  

Dr. V. Udayashankara 
Professor & Head of IT Dept, 

Sri Jayachamarajendra College of Engineering, 
Karnataka, India  

crossing rate of the signal, 
efficients,  

A basic VAD is an important front end part of pre 
processing of speech signals. Its working is based on 
the principle of extracting measured features from the 
incoming audio signal which is divided into frames of 

ms duration. These extracted features from the 
speech signal are then compared with a threshold limit 
estimated from the noise only periods of the input 
signal and a VAD decision is computed. If the feature 
of the input frame is more than  the estimated 

reshold value, a VAD decision (VAD = 1) is 
computed which declares that speech is present. 
Otherwise, a VAD decision (VAD = 0) is computed 
which declares the absence of speech in the input 
frame. The block diagram of a basic VAD is shown in 

Fig.(1)According to [5], the required characteristics 
for an ideal voice activity detection are: reliability, 
robustness, accuracy, adaptation, simplicity. Among 



International Journal of Trend in Scientific Research and Development (IJTSRD) ISSN: 2456-6470 

@ IJTSRD  |  Available Online @ www.ijtsrd.com |  Volume – 1  |  Issue – 5 | July-Aug 2017   Page: 424 

these, robustness against noisy environments has been 
the most difficult task to achieve. In high SNR 
conditions, the simplest VAD algorithms can perform 
satisfactory, while in low SNR environ- ments, all of 
the VAD algorithms degrade to some extent. At the 
same time, the VAD algorithm should be of low 
complexity, which is necessary for real-time systems. 
Therefore simplicity and robustness against noise are 
two important characteristics of practicable voice 
activity detection. In view of voice activity detection, 
many algorithms have been proposed. The main 
difference between most of the proposed methods is 
the features used. The short-term energy and zero-
crossing rate have been widely used because of their 
simplicity. However, they easily degrade by 
environmental noise. 
 
In order solve this problem, many types of robust 
acoustic features, like autocorrelation function based 
features [6,7], spectrum based features [5], the power 
in the bandlimited region [1,6,7], Mel-frequency 
cepstral coefficients (MFFC) [8], delta line spectral 
frequencies [9], have been proposed for VAD. Use of 
such multiple features however has improved 
efficiency in different environments but, with increase 
in its complexity. Some works, propose noise 
estimation and adaptation for improving VAD 
robustness [10], but these methods are 
computationally expensive.  
 
Many pitch detection algorithms (PDAs) have been 
developed in the past: autocorrelation method [11], 
HPS [12], RAPT [13], AMDF method [14], CPD [15], 
SIFT [16], DFE [17] with high accuracy for voiced 
pitch estimation. But, the PDAs performance degrades 
as the signal conditions deteriorate [18]. Pitch 
detection algorithms are grouped into the following 
basic categories: time-domain based tracking, 
frequency domain based tracking or joint time-
frequency domain based tracking. 
 
In this paper a VAD algorithm is proposed which is 
easy-to-implement. As spectral features adopted are 
found to be suited for low SNR signals or 
pathological speech signals with low back ground 
noise. This introduction follows by a discussion on 
short-term features which are used in the proposed 
method. In Section 2, the proposed VAD algorithm is 
explained in detail. Section 3 further explains the 
algorithm in detail with extraction of features.  The 
Section 4 discusses the results of VAD and Pitch 
detection algorithms (PDA) in detail. Finally, the 

conclusions and future works are mentioned in 
Section 5. 

2. ALGORITHM DESCRIPTION 

The following steps are to be followed: 
1) Two feature sequences are extracted from the 

speech signal. 
2) For each sequence two thresholds are estimated. 
3) A simple thresholding criterion is applied on the 

sequences. 
4) Speech segments are detected based on the above 

criterion and finally a simple post-processing 
stage is applied. 

3. FEATURE EXTRACTION AND VOICE 
DETECTION 

3.1. Feature Extraction 

For the feature extraction the signal is first divided 
into non-overlapping short-term-frames of 50 milli 
seconds length. Then for each frame, the two features, 
described below, are calculated. 

1) Signal Energy:  
Let xi (n), n = 1, . . . , N the speech samples of the 
ith frame, of length N . Then, for each frame i the 
energy P is calculated according to Nth equation: 

 

𝐸(𝑖) =
1

𝑁
෍൬ቀ൫xi(𝑛)൯ቁ൰

ଶ
ே

n=ଵ

 

 

This simple feature can be used for detecting silent 
periods in speech signals, but also for discriminating 
between speech classes. 

2) Spectral centroid:  
The spectral centroid of a sound is the midpoint of 
the spectral energy distribution of that sound. The 
spectral centroid, Ci , of the ith frame is defined as 
the center of “gravity” of its spectrum, i.e., 

 

Ci=
∑ (k+1)ே

k=ଵ Xi(𝑘)

∑ Xiே
k=ଵ (𝑘)

∘ Xi(𝑘) 
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k = 1 . . . , N , is the Discrete Fourier Transform 
(DFT) coefficients of the ith short-term frame, where 
N is the frame length. It is calculated by taking the 
sum of the frequencies weighted by (i.e. multiplied 
by) the linear amplitudes, divided by the sums of the 
linear amplitudes alone. This feature is a measure of 
the spectral position, with high values corresponding 
to “brighter” sounds. Experiments have indicated that 
the sequence of spectral centroid is highly varied for 
speech segments [1, 2].  

The reasons that these particular features were 
selected 

(Apart from their simplicity in implementation) are: 

1) For simple cases, (where the level of background 
noise is not very high) the energy of the voiced 
segments is larger than the energy of the silent 
segments. 

2) If unvoiced segments simply contain 
environmental sounds, then the spectral centroid 
for the voiced segments is again larger, since these 
noisy sounds tend to have lower frequencies and 
therefore the spectral centroid values are lower. 

3.2. Speech Segment Detection 

As long as the two feature sequences are computed, as 
simple threshold-based algorithm is applied, in order 
to extract the speech segments, at a first stage two 
thresholds (one for each sequence) are computed. 
Towards this end, the following process is carried out, 
for each feature sequence: 
1) Compute the histogram of the feature sequence’s       

values. 
2) Apply a smoothing filter on the histogram. 
3) Detect the histogram’s local maxima. 
4) Let M1 and M2 be the positions of the first and 

second local maxima respectively.  
 
The threshold value is computed using the following 
equation:  
 

T=
𝑊.𝑀1+M2

W+1
 

 
W is a user-defined parameter. Normally the value of 
W chosen is 5. Large values of W lead to threshold 

values closer to M1. 
 
The above process is executed for both feature 
sequences, leading to two thresholds: T1 and T2 , 
based on the energy sequence and the spectral 
centroid sequence respectively. As long as the two 
thresholds have been estimated, the two feature 
sequences are thresholded, and the segments are 
formed by successive frames for which the respective 
feature values (for both feature sequences) are larger 
than the computed thresholds. For speech signal as 
reliable step size in range of 1 ms and frame length of 
25 ms is chosen. 

3.3 Post processing 

As a post-processing step, the detected speech 
segments are lengthened by 5 short term windows 
(i.e., 250 milli   seconds), on both sides. Finally, 
successive segments are merged. 

4. RESULTS AND DISCUSSION 
 
4.1 VAD Analysis 

The main function is implemented in linux platform 
using Octave. When this function is called, the 
algorithm finished detecting the voiced segments. The 
second argument in the function provides a figure and 
is plotted that contains: 1) the energy sequence and 
the respective threshold 2) the spectral centroid 
sequence and the respective threshold and 3) the 
speech signal, plotted with different colours for the 
areas of the detected segments as shown in Figure 2. 
It shows the sequence of the signal’s energy, followed 
by the spectral centroid sequence is presented. In both 
cases, the respective thresholds are also shown. The 
third sub figure presents the whole speech signal. Red 
color represents the detected voiced segments. 

The function returns: 

1) Cell array “segments”: each element of that cell is 
a vector of speech samples of the corresponding 
detected voiced segment. 

2)  The sampling frequency of the speech signal. 
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Fig.(2) 

4.2 Pitch Detection Algoritms (PDA) Analysis 

(i) Modified Auto correlation Function (MACF) 
Method:  

This method is based on detecting the highest value of 
the auto correlation function in the region of interest. 
For given discrete signal x(n), the auto correlation 
function is defined as, 

𝑅(𝑚) =
1

𝑁
෍ 𝑥

ேିଵି௠

n=଴

(𝑛).𝑥(n+m), 0 ≤ m<Mo 

The variable m in above equation is called lag or 
delay, and the pitch is equal to the value of  'm' which 
results in the maximum R(m). The modified auto 
correlation pitch detector MACF [16] differs from the 
common auto correlation method by using center-
clipping technique in a pre processing stage. 

(ii) Average Magnitude Difference Function 
(AMDF) Method:  

The average magnitude difference function (AMDF) 
[14] is another type of auto correlation analysis. 
Instead of correlating the input speech with different 
delays (where multiplications and summations are 
formed at each value), a difference signal is formed 
between the delayed speech and original, and at each 
delay value the absolute magnitude is taken. For the 
frame of N samples, the short-term difference 
function AMDF is defined as, 

Dx(𝑚) =
1

𝑁
෍ ቀ൫𝑥(𝑛) − 𝑥(n+m)൯ቁ

ேିଵି௠

n=଴

, 0 ≤ m<Mo 

where x(n) are the samples of analyzed speech frame,     
x(n-m) are the samples time shifted on 'm' samples 
and N is the frame length. The difference function has 
a local minimum if the lag 'm' is equal to or very close 
to the fundamental period. PDA based on average 
magnitude difference function has relatively low 
computational cost and simple implementation as it 
does not involve any multiplications. Along with  the 
pitch estimation the ratio between the maximum and 
minimum values of AMDF (MAX/MIN) is obtained. 
This measurement with the frame energy is used to 
make a voiced/unvoiced decision. 

(iii) Cepstrum Pitch Determination (CPD):  

This is frequency domain method [11]. The sample is 
passed through Hamming window to get flat and 
smooth frequency peaks. Next Cepstrum is calculated 
this is Fourier analysis of the logarithmic spectrum. 
The equation is as follows, 

C=ቌ൭𝐹ିଵ ቆlog ൬ቀ𝐹൫𝑥(𝑡)൯ቁ൰ቇ
ଶ

൱

ଶ

ቍ 

If the peak value exceeds threshold it is classified into 
voiced sample and location of the peak is the pitch 
period. If in case the peak value doesn’t exceed 
threshold and zero-crossing count will determine 
whether sample is voiced or unvoiced. 

The accuracy of the different pitch detection 
algorithms was measured according to the following 
criteria [18]: 

1. Classification Error (CE): it is the percentage of 
unvoiced frames classified as voiced and voiced 
frames classified as unvoiced. 

2. Gross Error (GE): percentage of voiced frames 
with an estimated fundamental frequency value 
that deviates from the reference value more than 
20%.  

Method GE% CE% 
Male Female Male Female 

MACF 0.82 2.5 2.98 8.21 
AMDF 3.5 7.08 17.15 25.64 
CPD 0.79 3.2 10.9 18.7 

Table .1 

As shown in Table (1), for MACF only 3.07% of 
voiced frames were misclassified as unvoiced and 
unvoiced frames misclassified as voiced. The CPD 
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algorithm gets the good results in pitch estimation for 
male or female speech. Results of  experiments show 
that AMDF method is the most inaccurate one. It has 
the biggest values of gross error and classification 
error parameters.  

5. CONCLUSIONS 

The present work is useful in pathological voice 
analysis recorded in low back ground noise, where 
spectral features provides better results. It is 
implemented in linux platform using Octave, an open 
source software in comparison to Mat Lab. The work 
provides a simple VAD implementation, an important 
front end part of a pre processing in speech signal 
analysis. The Cepstral methods are found to be useful 
in speech signal analysis with low back ground noise. 
Hence, the inclusion of this work as a part of speech 
signal pre processing and use of Cepstral methods 
may provide a better way of classification of voice 
disorders. Besides perceptual evaluation, the objective 
analysis of voice is a better classical approach. There 
are many time and frequency domain algorithms for 
the back ground noise reduction in speech signals.  

Each of the described PDA algorithms have their 
advantages and drawbacks. From the experimental 
results, the MACF method is more convenient for 
common usage. This algorithm gives accurate results 
of pitch estimation and low computational 
complexity. The CPD shows good pitch estimation 
accuracy. Fundamental frequency estimation in this 
algorithm is immune to errors due to effects of vocal 
tract. But, CPD method is computationally complex; 
it needs additional parameters for voiced/unvoiced 
decision. The AMDF method has great advantage in 
very low computational complexity, it possible to 
implement it in real-time applications. This work 
provides provides better emphasis for the working 
such algorithms. 
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