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ABSTRACT

Video analytics framework detection performance
worked at cloudObject detection and classificati
are the basic tasks in video analytics and be the
initial point for other complex submissions. «
fashioned video analytics approaches are manua
time consuming. These are particular due to thg
participation of human factor. This paper presel
cloud based video analytics framework foressible
and robust analysis of video streams. The frame\
enables an operative by programing the ot
detection and classification process from recol
video streams. An operative only specifies an &
criteria and period of video streams to iyze. The
streams are then realized from cloud storage, etk
and analyzed on the cloud. The framework perfc
compute severe parts of the analysis to CPU pow
servers in the cloud. Vehicle and face finding
accessible as two case studies for sing the
framework, with one month of data and a 15 n
cloud. The framework consistently performed ob
detection and classification on the data, compgisif
21,600 video streams and 175 GB in size, in
hours. The GPU enabled placement of thmework
took 3 hours to perform analysis on the same nul
of video streams, thus making it at least doubl&ask
than the cloud deployment Without GPUs.
analysis framework is high.

KEY WORDS:. Cloud Computing, Video Stream
Analytics, Object Detection, Object Classification,
High Performance, and GPU

l. INTRODUCTION

Recent past has observed a rapid increase i
availability of inexpensive video cameras produc
good quality videos. This led to a widespread us
these video cameras for sety and monitoring

purposes. The video streams coming from tl
cameras need to be analyzed for extracting u

information such as object detection and ok
classification. Object detection from these Vi
streams is one of the important applions of video
analysis and becomes a starting point for @
complex video analytics applications. Video ana
is a resource intensive process and needs me
compute, network and data resources to deal wél
computational, transmission and stce challenges of
video streams coming from thousands of cam
deployed to protect utilities and assist |
enforcement agencies. There are approximate
million cameras in the UK alone [1]. Camera ba
traffic  monitoring and enforcement of spe
restrictions have increased from just over 300,00
1996 to over 2 million in 2004 [2]. In a traditidr
video analysis approach, a video stream coming

a monitoring camera is either viewed live or
recorded on a bank of DVRs or computer HDD

later pocessing. Depending upon the needs,

recorded video stream is retrospectively analyzg
the operators. Manual analysis of the recordedov
streams is an expensive undertaking. It is not

time consuming, but also requires a large numb
staff, office work place and resources. A hun
operator loses concentration from video monitorly «
after 20 minutes [3]; making it impractical to

through the recorded videos in a time constra
scenario. In real life, an operator may have t@jie

betwesn viewing live and recorded video conte
while searching for an object of interest, makihg

situation a lot worse especially when resources
scarce and decisions need to be made relai
quicker. Traditional video analysis approaches

objectdetection and classification such as color bz
[4], statistical background suppression [5], adag
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background [6], template matching [7] and Gaus
[8] are subjective, inaccurate and at times |
provide incomplete monitoring results. There i©&a
lack of object classification in these approachés
[5], [8]. These approaches do not automatic
produce color, size and object type information,
[6]. Moreover, these approaches are costly and
consuming to such an extent that their usess is
sometimes questionable [7], [9]. To overcome tl
challenges, we present a cloud based video st
analysis framework for object detection ¢
classification.

The framework focuses on building a scalable
robust cloud computing platform for rforming
automated analysis of thousands of recorded \
streams with high detection and classifica
accuracy. An operator using this framework willyo
specify the analysis criteria and the duration ioke
streams to analyze. The analysis crif define
parameters for detecting objects of interests (feag
van or truck) and size/color based classificatibthe
detected objects. The recorded video streams are
automatically fetched from the cloud stori decoded
and analyzed on cloud wsces. The operator
notified after completion of the video analysis dhd
analysis results can be accessed from the «
storage. The framework reduces latencies in theo
analysis process by using GPUs mountecomputer
servers in the cloud.

This cloud based solution offers the capability
analyze video streams for alemand and cthe-fly
monitoring and analysis of the events. The framé&v
is evaluated with two case studies. The first chsdy
is for vehicle detection and classificatifrom the
recorded video streams and the second one isdel
detection from the video streams. We t

Selected these case studies for their wide sg
applicability in the video analysis dome

The following are the main contributions of t
paper:

Firstly, to build a scalable and robust cloud solu
that can perform quick analysis on thousand:s
stored/recorded video streams. Secondly, to aut
the video analysis process so that no or min
manual intervention is needed. Thirdly, achieveh
accuracy in object detection and classificationiray

the video analysis process. This work is an exte!
version of our previous work [1(

The rest of the paper is organized as followed:
related work and state of the art are describe
Sectionll. Our proposed video analysis frameworl
explained in Section Ill. This section also expi
different components of our framework and tt
interaction with each other. Porting the framewtw!
a public cloud is also discussed in this sectiome
video analysis approach used for detecting objefc
interest from the recorded video streams is expt
in Section IV. Section V explains the experimel
setup and Section VI describes the evaluation e
framework in great detailThe paper is conuded in
Section VIl with some future research directis

. RELATED WORK

Quite a large number of works have already [

completed in this field. In this section, we wile

discussing some of the recent studies defining

approaches for video analysis well as available
algorithms and tools for cloud based video anaty

An overview of the supported video recording forsr

is also provided in this section. We will conclutthés

section with salient features of the framework tis:

likely to bridge tle gaps in existing resear

Object Detection Approaches

Automatic detection of objects in images/vic
streams has been performed in many different w
Most commonly used algorithms include temp
matching [7], background separation using Gaus
Mixture Models (GMM) [11], [12], [13] and casca
classifiers [14]. Template matching techniques &
small part of an image that matches with a temj
image. A template image is a small image that
match to a part of a large image by correlati to the
large image. Template matching is not suitableun
case as object detection is done only for-defined
object features or templates

Video Analyticsin the Clouds

Large systems usually consist of hundreds or
thousands number of cameraovering over wide
areas. Video streams are captured and procesesl
local processing server and are later transferoed
cloud based storage infrastructure for a wide ¢
analysis. Since, enormous amount of computatic
required to process anchayze the video streamr
high performance and scalable computatic
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approaches can be a good choice for obtaining
throughputs in a short span of time. Hence, v
stream processing in the clouds is likely to becam
active area of research toropide high spee
computation at scale, precision and efficiencyréai
world implementation of video analysis syste
However, so far major research focus has beer
efficient video content retrieval using Hadoop [
encoding/decoding [19], distrition of video stream
[20] and on load balancing of computing resouroe:
on-demand video streaming systems u cloud
computing platforms [20], [21].

Supported Video Formats

CIF, QCIF, 4CIF and Full HD video formats ¢
supported for video stream redng in the presente
framework. The resolutiohumber of pixels prese
in one frame) of a video stream in CIF formal
352x288 and each video frame has 99k pixels. C
(Quarter CIF) is a low resolution viddormat and is
used in setups with limitedetwork bandwidth. Vide
stream resolution in QCIF format is 176x144 anche
video frame has 24.8k pixels. 4CIF video format 4
times higher resolution (704x576) than that of GHE
format and captures more details in each videodt:
CIF and 4CIF fomats have been used for acquir
video streams from the camera sources
traffic/object monitoring in our framework. Full H
(Full High Definition) video format captures vid
streams with 1920x1080 resolutions and contain
times more details in adeo stream than CIF forme
It is used for high resolution

An “Analysis Request” comprises of the defir
region of Interestan analysis criteria and the analy
time interval. The operator defines a region ogiest
in a video stream for an analysikhe analysis criteri
define parameters for detecting objects of intsi
(face, car, van or truck) and size/color ba
classification of the detected objects. The t
interval represents the duration of analysis frdma
recorded video streams as thealysis of all the
recorded video streams might not be requ

Existing cloud based video analytics approache
not support recorded video streams [22] and
scalability [23], [24]. GPU based approaches aite
experimental [28]. IVA 5.60 [25] upports only
embedded video analytics and Intelligent Vision]|
is not scalable, otherwise their approaches asedin
the approach presented in this research.
framework being reported in this paper uses (
mounted servers in the cloud to captand record
video streams and to analyze the recorded \
streams using a cascade of classifiers for ol
detection.

A cascade of classifiers (termed as HaarCas
Classifier)[14] is an object detection approach
uses real Adobos[17] Algorithm tcreate a strong
classifier from a collection of weak classifie
Building a cascade of classifiers is a time
resource consuming process. However, it incre
detection performance and reduces the comput
power needed during the object detecticocess. We
used a cascade of classifiers for detec
faces/vehicles in video streams for the resultentegd
in this paper.

A higher resolution video stream presents a cle
image of the scene and captures more de
However, it also requires monetwork bandwidth to
transmit the video stream and occupies more
storage. Other factors that may affect the videsast
quality are video bit rate and frames per sec
Video bit rate represents the number of
transmitted from a video stream rce to the
destination over a set period of time and i
combination of the video stream itself and r-data
about the video stream. Frames per second
represent the number of video frames stuffed
video stream in one second and determines
smoothness of a video stream. The video streams
been captured with a constant rate of 200kbps and
at 25 fps in the results reported in this pe
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[11.  VIDEO ANALYSISFRAMEWORK

This section outlines the proposed framework,

different componentsand the interaction betwe:
them (Figure 1) the proposed framework provide
scalable and automatesblution for video strear
analysis with minimum latencies & user
intervention. It also provides capability for vide

streamcapture, storage and retrieval. This framew
makes the videstream analysis process efficient ¢
reduces the processintatencies by using GP

mounted servers in the cloud. Itggowers a user b
automating theprocess of identifyin and finding
objects and events of interest. Vidistreams are
captured and stored in a local storage from a@tud

cameras that have been installed on roads/builc
for the experimentbeing reported in this paper. T
video streams arhen transferred to cloud storage

further analysis and processing. The syste
architecture of the video analysiamework is
depicted in Figure 1 and the video stre analysis
process on an individual compute node is depiate
Figure 2aWe explain the framework components |
the vdeo stream analysis process in the remaind
this section.

Automated Video Analysis: The framewc
automates theideo stream analysis by reducing
user interaction duringhis process. An operator/ir
initiates the video streamanalysis by defining a

Figure 1: System Architecture of the Video Analysiamewor!

“Analysis Request” from the AF Client component
(Figure 1) of the framework. The analy request is
sent to the cloud data center for analysis ar more
operator interaction is required during thedeo
streamanalysis. The video streams, specified in
analysis requestire fetched from the cloud stora
These video streams are analyzed according t
analysis criteria and the analy results are stored in
the analytics database.

Framewor k Components

Our framework employs a modular approach in
design.At the top level, it is divided into client ar
server componentd-igure 1). The server compone
runs as a daemon on tbleud machines and perforr
the main task of videstream analys. Whereas, the
client component supports mi-user environment
and runs on the client machines (operatorsour
casg¢. The control/data flow in the framework
divided into theollowing three stage

» Video stream acquisition and stor

» Video stream analysis

» Storing analysis results and informing opere

The deployment of the client and server compon
is as follows: The Video Stream Acquisition
deployed at theideo stream sources and is conne:
to the Storage Servethrough 1/1Gbps LAN
connection. The cloud based stor and processing
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servers are deployed collectively in the cl based
data center. The APS Client is deployed at the-
user sitesWe explain the details of the framew«
components in theemainder of this sectic

Storage Server

The scale and management of the data coming

hundreds orthousands of cameras will be in e

bytes, let alone athf the more than 4 million camer
in UK. Therefore, storagef these video streams is
real challenge. To address thisuesH.264 encode
video streams received from the vi sources, via
video stream acquisition, are recorded as MP4éle
storage servers in the cloud. The storage serv

RL300 recorders for real time recording of vic
streams.

It stores videostreams on disk drives and mr-data
about the video streams is recorded in a dats
Analytics Processing Server (APS)

The APS server sits at the core of our framewod
performs the video stream analysis. It uses thed
storage for retrieving theecorded video streams a
implements grocessing server as compute nodes
Hadoop cluster in theloud data center (as shown
Figure 1). The analysis of threcorded video strean
is performed on the compute nodes applying the

APS Server
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selected video angdis approach. Thselection of a
video analysis approach varies according to
intended videanalysis purpose. The analytics res
and meta-data abotlie video streams is stored in -
Analytics Database.

APS Client

The APS Client is responsiblefor the end-
user/operator interactiowith the APS Server. TF
APS Client is deployedt the client sites such
police traffic control rooms or ci council monitoring
centers. It supports mu-user interaction and
different users may initiate the ansis process for
their specific requirements, such as obj
identification, object classificatic or the region of
interest analysis. These oper. scan select the
duration of recorded video streams analysis and
can specify the analysis parameterhe analysis
results argresented to the e-users after an analysis
is completed.

The analyzed video streams along with the ana

results are accessibte the operator over 1/Gbps

LAN connection fromthe cloudstorage. The APS
Client is deployed at the client sites sLas police

traffic control rooms or city council monitorir

centers.

Stored Video
|
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Figure 2: Video Stream Analysis on a Compute

EXPERIMENTAL SETUP

This setion explains the implementation a
experimental details for evaluating the video asial
framework. The results focus on the accuri
performance and scalability of the preser
framework. The experiments are executed in
configurations; cloud depyment and clou
deployment with Nvidia GPUs.

The cloud deployment evaluates the scalability
robustness of the framework by analyzing diffel
aspects of the framework including (i) video stre
decoding time, (ii) vide data transfer time to
cloud, (iii) video data analysis time on the clc
nodes and (iv) collecting the results after comgpie
of the analysis. The experiments on the cloud n
with GPUs evaluate the accuracy and performant
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the video analysis approach on state of the
compute nodes with two GPUs each. Th
experiments also evaluate the video stream decc
and video stream data transfer between CPU and
during the video stream analysis. The ene
implications of the framework at different stagefs
the video analytie life cycle are also discuss
towards the end of this section.

EXPERIMENTAL RESULTS

We present and discuss the results obtained fre
two configurations detailed in Section V. The
results focus on evaluating the framework for ot
detection accuracyerformance and scalability of t|
framework. The execution of the framework on
cloud nodes with GPUs evaluates the performi
and detection accuracy of the video analysis ambr
for object detection and classification. It a
evaluates the pformance of the framework for vide
stream decoding, video stream data transfer bet
CPU and GPU and the performance gains by po
the compute intensive parts of the algorithm to
GPUs.

Individual Video Frame Analysis Time on CPU & GPU

IFrame Decode Time
B CPU-GPU Transfer Time

a5

35 JCPU Analysis Time _

BGPU Analysis Time

25
20
15
10

Time { Milliseconds)

T T
QCIF CIF ACIF
Supported Video Formats

Full HD

(a)

The cloud deployment without GPUs evaluates
scalability and robustness of the framework

analyzing different components of the framew
such as video stream decoding, video data tra
from local storage to the cloud nodes, video
analysis on the cloud nodes, fi-tolerance and
collecting the resultafter completion of the analys
The object detection and classification results

vehicle/face detection and vehicle classificati@ase
studies are summarized towards the end of

section.

Performance of the Trained Cascade Class

The perfomance of the trained cascade classifiel
evaluated for the two case studies presented &
paper i.e. vehicle and face detection from the nobaxt
video streams. It is evaluated by the detec
accuracy of the trained cascade classifiers anc
time taken to detect the objects of interest from
recorded video streams. The training part of tred
AdaBoost algorithm is not executed on the cl
resources. The cascade classifiers for vehicleface
detection are trained once on a single comjnode
and are used for detecting objects from the rect
video streams on the cloud resour

Single Video Stream Analysis Time on CPU & GPU

OCPU Analysis Time
140 —
BGPU Analysis Time

Analysis Time | milliseconds)

20 1

QclF CIF 4CIF
Supported Video Formats

Full HD

(h)

Figure 5: (a) Frame Decode, Transfer and Analysies for the Supported Video Formats, (b) Total Ifsia
Time of One Vide Stream for the Supported Video Formats on CPUR

CONCLUSIONS &
DIRECTIONS

The cloud based video analytics framework
automated object detection and classification
presented and evaluated in theper. The framewor
automated the video stream analysis process by
a cascade classifier and laid the foundation fer
experimentation of a wide variety of video analy
algorithms.

FUTURE RESEARCH

The video analytics framework is robust and care
with varying number of nodes or increased volul
of data. Theime to analyze one month of video d

depicted a decreasing trend with the increa
number of nodes in the cloud, as summarize:
Figure 9. The analysis time of the recorded vi
streams decreasddom 27.80 hours to 5.83 hou
when the number of nodes in the cloud varied fre«-

15. The analysis time would further decrease w
more nodes are added to the cloud. The Ie
volumes of video streams required more time
perform object detection a classification. The
analysis time varied from 6.38 minutes to 5.83 b¢
with the video streandata increasing from 5GB

175GB.
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